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Abstract

This article introduces ARUBAS, a new framework to build associative classifiers. In contrast with many existing associative classifiers, it uses class association rules to transform the feature space and uses instance-based reasoning to classify new instances. The framework allows the researcher to use any association rule mining algorithm to produce the class association rules. Every aspect of the framework is extensively introduced and discussed and five different fitness measures used for classification purposes are defined. The empirical results determine which fitness measure is the best and compares the framework with other classifiers. These results show that the ARUBAS framework is able to produce associative classifiers which are competitive with other classification techniques. More specifically, with ARUBAS-Scheffer-φ 5 we have introduced a parameter-free algorithm which is competitive with classification techniques such as C4.5, RIPPER and CBA.

1. Introduction

Within the data mining community, research on classification techniques has a long and fruitful history. But classification techniques based on association rules, which are also called associative classifiers (AC), are relatively new. The first associative classifier CBA was introduced by Liu et al. in 1998 [8]. During the last decade, various other associative classifiers were introduced, such as e.g. CMAR [7], ARC-AC and ARC-BC [2], CPAR [14], Cor-Class [15], ACRI [10] and a two stage approach by Antonie et al. [3].

Almost every AC contains two major data mining steps, an association rule (AR) mining stage and a classification stage which uses the mined rules from the first stage directly. During the first stage, a set of class association rules (CARs) is learned from the training instances. A class association rule is a very specific type of association rule where the consequent is a class value. In the literature on AC, various AR mining techniques have been used. Most approaches such as CBA [8], ARC-AC and ARC-BC [2] and ACRI [10] use an adapted version of the Apriori algorithm, while CMAR [7] uses the FPTree algorithm, CPAR [14] uses a greedy FOIL algorithm to learn the rules and Cor-Class [15] is based on a technique developed by Morishita and Sese [9]. Most of these AC also prune the set of CARs during or after the AR mining stage. For example, Apriori based techniques set a minimum support to reduce the set of CARs, while other techniques such as CBA and CMAR remove rules which do not cover at least one training instance not considered by a higher ranked rule.

For classifying new instances with the set of mined CARs, three different approaches can be discerned, i.e. using a single rule, using a subset of rules or using all rules. An example of an AC which uses a single rule is CBA, which classifies an instance by using the single best rule covering the instance. CPAR is an example of an AC which uses a subset of rules. It first gathers all rules covering the new instance and selects the best $n$ rules per class. Next, it calculates the average Laplace accuracy per class and predicts the class with the highest average accuracy. CMAR, ARC-AC and ARC-BC use a similar approach as CPAR but use all rules covering a class to calculate an average score per class. They also use different score statistics than CPAR, i.e. the weighted $\chi^2$ measure [7] or the sum of confidences [2]. Finally, it's worthwhile mentioning that many current AC are dependent on some sort of rule ordering mechanism. Some need this ordering for selecting the single or $n$ best CARs (e.g. CBA, CPAR) while others need it for pruning the original set of CARs (e.g. CMAR). The most common ranking mechanism is the database coverage which is based on the support, confidence and cardinality of the rules, but other techniques such as the cosine mea-
sures [10] also exist. For a more detailed discussion and review of these and other associative classifiers, the reader is referred to [12].

Recently, a new associative classification method which differs from the two stage approach of the previously discussed techniques was introduced by Antonie et al. [3]. The first stage of learning the association rules from the training data remains, but instead of using the CARs to classify the new instances, the rules are used to transform the feature space. Next, a neural network in this new feature space is used as a classifier.

In this article, we want to present a new framework for associative classifiers which shows some resemblance with [3]. Similar to their approach, we also use the learned CARs to transform the feature space. However, in our approach the classification is done through case-based reasoning. Our approach is also rather a framework than a specific classifier, since any association rule algorithm can be used for learning the CARs. Therefore, the main focus of this article is the introduction and discussion of this novel approach. First, in the next section, we shall describe the separate steps of the framework. Then, in section 3, we shall run some experiments to show the empirical potential of our framework. The fourth section discusses the current limitations of the framework and gives some useful directions for future research while the fifth section concludes the paper.

2. ARUBAS Framework

2.1. Association rule mining

First, we shall discuss some concepts regarding association rule mining which will act as a brief introduction to the reader unfamiliar with this particular field of data mining. In this article, we shall mainly follow the notation used by Thabah [12].

A data set with training instances is denoted as \( T \) and has \( m \) distinct attributes \( A_1, A_2, \ldots, A_m \) and \( C \) is a list of classes. The number of records or instances in \( T \) is denoted \( |T| \). Attributes can be categorical or continuous in which case they must be discretized first. Thus, an instance \( x \) can be described as a combination of attribute names \( A \) and values \( a \), plus a class value denoted by \( c \). The combination of an attribute name \( A_i \) and a value \( a_{ij} \), denoted \( (A_i, a_{ij}) \), is called an item or a literal. An itemset is a set of \( k \) items, denoted \( (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \). A CAR consists of an itemset and a class value and is represented in the form \( R : (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \Rightarrow c \).

The purpose of association rule mining is to discover interesting rules or associations within the given data set. The interestingness of an association rule can be expressed through several statistics among which support and confidence are the most common. The support \( sup(R) \) of an association rule is the probability that the rule occurs within the data. A rule \( R : (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \Rightarrow c \) has support \( s \) if \( s \% \) of the instances in \( T \) contain \( (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \) and have class \( c \). In other words it expresses how much evidence there is that this rule is real and not some sampling artifact.

The confidence \( conf(R) \) of a rule \( R : (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \Rightarrow c \) expresses which percentage of the instances containing \( (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \) have class \( c \). In other words, the confidence of the rule is the conditional probability that the consequent is true under the condition of the antecedent.

Various association rule mining algorithms have been developed, such as e.g. the original Apriori algorithm [1], which has been extensively studied and modified [5], or the FP-growth method [6]. For AC, most of these algorithms need to be slightly modified so only class values are allowed in the rule’s consequent.

2.2. Pattern space

The main idea behind the ARUBAS framework, is that we transform the original feature space into a more powerful feature space. The original feature space is called the attribute space, where each record \( x = (a_1, \ldots, a_m, c) \) is coded as a set of attribute values and a class value. In attribute space, each dimension consists of a single attribute. In the new feature space, which we will call pattern space, each dimension will consist of a combination of attributes, also called a pattern, which is denoted as \( P_p = (A_{i1}, a_{i1}), \ldots, (A_{ik}, a_{ik}) \). However, we are only interested in combinations of attributes (or patterns) which are strongly associated with a single class value, since only these will make the feature space more powerful.

Finding patterns which are strongly related with a single class value is the goal of every class association rule mining technique. Therefore, the first step in the ARUBAS framework is to use any CAR mining technique to find a set of CARs, which is used to transform the feature space. The antecedent of each CAR, which represents an itemset, will become a pattern \( P_p \) and hence a dimension in the new feature space. The value of an instance \( x_t \) for a pattern \( P_p \) is either 1 if the instance contains the pattern or 0 if it doesn’t. Therefore, if \( p \) denotes the number of CARs found during the CAR mining technique, the transformation can be expressed as follows:

\[
\Theta : x_t = (A_1, \ldots, A_m, C) \mapsto x_t = (P_1, \ldots, P_p, C)
\]

(1)

Let us illustrate how this transformation can result into a more powerful feature space. Assume that the original feature space has two attributes \( A_1, A_2 \) and a class \( C \). The attributes are continuous and thus discretization is needed.
Assume discretization resulted in a single cut-point for both attributes, making them both binary. The discretized attributes are denoted as $A_1 = \{0, 1\}$ and $A_2 = \{0, 1\}$. The class $C = \{0, 1\}$ is already binary.

**Figure 1. Feature space transformation.**

The left side of Figure 1 shows the original feature space. It shows that the instances with class value 1 (black) are in the lower left corner of the domain. CAR mining algorithms would probably discover the following rule: $R : ((A_1, 0), (A_2, 0)) \Rightarrow 1$, which has a support of 33% and a confidence of 100%. Consequently, the antecedent of this rule will become the pattern $P_1 = ((A_1, 0), (A_2, 0))$. Assuming that this is the only CAR found, the new feature space will only have two dimensions, the pattern and the class. The right side of Figure 1 shows the new feature space. As we can see, the instances can now be separated by a single plane, while the original space would need two separating planes, making the classification problem easier. Although this example is rather academic and a simplified version of reality, it distinctively illustrates the potential benefits of transforming the instances from attribute space to pattern space.

The main reason why pattern space is more powerful is because it expresses the data in terms of attribute combinations (patterns) which are strongly related with a specific class value. However, pattern space can also become more complex than the original attribute space, because a few attributes with limited values can already produce many patterns. Therefore, it’s important to limit the number of patterns to the most important ones in order to prevent this combinatorial explosion. This can be achieved e.g. by setting appropriate thresholds for support and confidence.

Finally, it should be noted that not every location in pattern space is feasible. For example, given $P_1 = ((A_1, 0))$ and $P_2 = ((A_1, 1))$, the following instance $X_3 = (1, 1, 1, 1, c_1)$ cannot exist since no instance can contain both patterns at the same time.

### 2.3. Instance similarity

Once the CARs are mined and the transformation is performed, we rely on instance-based reasoning to classify new instances. This implies that new instances must be compared with training instances for which we already know the class value. This comparison will be based on some notions of similarity. To measure the similarity between a new instance $X_N$ and a known training instance $X_T$, we focus on the patterns contained by both instances and how many patterns both instances have in common. However, we only focus on those patterns coming from the CARs which predicted the class value of the training instance $X_T$. This makes sense since patterns are attribute combinations which are associated to a specific class value and if that class value differs from the class value of $X_T$, verifying if this pattern is shared with $X_N$ doesn’t add evidence that $X_N$ should have the same class value as $X_T$. Therefore, to distinguish them from regular patterns, we shall denote patterns which were derived from rules predicting the class value of the training instance $X_T$ as $P^T$. The similarity between a training instance $X_T$ and a new instance $X_N$ is measured as follows:

$$s(X_T, X_N) = \frac{\sum_{i=1}^{p} P^T_{Ti} P^T_{Ni}}{\max \left[ \sum_{i=1}^{p} P^T_{Ti}, \sum_{i=1}^{p} P^T_{Ni} \right]}.$$  \hspace{1cm} (2)

This measure expresses which percentage of patterns the instance containing the fewest patterns shares with the instance containing the most patterns. For example, if $X_T = (1, 1, 1, 1, c_1)$ and $X_N = (1, 0, 0, 0, ?)$, then $X_N$ shares 1 out of 4 patterns contained by $X_T$ and therefore $s(X_T, X_N) = 0.25$. Furthermore, this measure has the following interesting properties:

$$\forall i \in 0, \ldots, p : P^T_{Ti} = P^T_{Ni} \Leftrightarrow s(X_T, X_N) = 1,$$  \hspace{1cm} (3)

$$\forall i \in 0, \ldots, p : P^T_{Ti} \neq P^T_{Ni} \Leftrightarrow s(X_T, X_N) = 0.$$  \hspace{1cm} (4)

However, this measure doesn’t take into account if a new instance and a test instance contain many patterns or only a few. The data from table 1 illustrate how this can lead to misleading similarity values. Although training instance $X_{T1}$ and new instance $X_{N1}$ are identical, they only share one pattern. Training instance $X_{T2}$ and new instance $X_{N2}$ are not identical and will have a lower similarity than $s(X_{T1}, X_{N1})$. However, because they share more patterns, one could argue there is more evidence that both will share the same class value. Therefore, a weighting factor is introduced. This weighting factor calculates which percentage of all patterns related to the class value of $X_T$ are contained by either $X_T$ or $X_N$. The weighting factor can be expressed as follows, given that $p^T$ denotes the number of patterns derived from rules predicting the class value of instance $X_T$:

$$\alpha_{TN} = \frac{\sum_{i=1}^{p} 1 - (1 - P^T_{Ti})(1 - P^T_{Ni})}{p^T}$$  \hspace{1cm} (5)
Based on the similarity between a new instance and a training instance and their weighting factor, one can calculate the similarity between the new instance and a specific class. This is done by taking the weighted average between the new instance $X_N$ and each training instance $X_t$ with class value $c$. Let $|T_c|$ denote the number of training instances which have class value $c$, then the similarity between a new instance $X_N$ and a class $c$ can be expressed as:

$$S_c(X_N) = \frac{\sum_{t=1}^{|T_c|} \alpha_{t} s(X_t, X_N)}{|T_c|} \quad (6)$$

Finally, we also introduce the concept of class cohesion. This is the average weighted similarity between each pair of training instances having class value $c$. It is an indication how similar these training cases are themselves. It is measured as follows:

$$Coh_c = 2 \frac{|T_c|}{|T_c|(|T_c| - 1)} \sum_{t_1=1}^{T_c} \sum_{t_2=1}^{T_c} \alpha_{t_1t_2} s(X_{t_1}, X_{t_2}) \quad (7)$$

**2.4. Fitness measures**

Now that we have introduced some concepts of similarity and class cohesion, we can define several fitness measures which will be used to classify new instances. In fact, each fitness measure expresses how well a new instance fits a specific class. In total we have defined 5 different fitness measures. The first two measures assess how the cohesion of a class changes when the new instance is added to the class. Intuitively, one would expect that the cohesion will increase if the instance is added to the correct class. The cohesion of a class after the new instance is added is denoted as $Coh'_c$. The first fitness measure calculates the absolute change in class cohesion:

$$\phi_1(c) = Coh'_c - Coh_c. \quad (8)$$

The second fitness measure calculates the relative change in class cohesion:

$$\phi_2(c) = \frac{Coh'_c - Coh_c}{Coh_c}. \quad (9)$$

The third fitness measure is based on three assumptions. Firstly, the measure should increase if the class size increases, since this class contains more evidence (= training instances with known class value). Secondly, the measure should increase if the class has a higher cohesion, because this indicates a stronger and more reliable structure within the class. Thirdly, the fitness measure should increase if the similarity between the new instance and the class increases. This measure is expressed as:

$$\phi_3(c) = \log(|T_c|) S_c(X_N) Coh(c). \quad (10)$$

The fourth fitness measure is similar to the previous, but drops the first assumption. It can be expressed as:

$$\phi_4(c) = S_c(X_N) Coh(c). \quad (11)$$

The fifth fitness measure is similar to the third measure, but drops the first and second assumption. It can be expressed as:

$$\phi_5(c) = S_c(X_N). \quad (12)$$

**2.5. Framework summary**

The main idea behind the association rule based similarity framework is that classification is based on similarity between a new instance and an entire class. However, this similarity is not measured in the original attribute space, but in the pattern space, which is constructed by means of CARs. Algorithm 1 illustrates how all the pieces fit together.

**Algorithm 1 The ARUBAS framework**

1: Learn CARs from the training data by means of a association rule mining algorithm
2: Use the antecedents of the CARs as patterns to transform the training data to pattern space
3: for each new instance $X_N$ do
4: for each class $C$ do
5: Calculate the fitness measure
6: end for
7: Assign $X_N$ to the class with the highest fitness value
8: end class $C$
9: In case of a tie, predict the majority class
10: In case of multiple majority classes, select a majority class at random

**3. Empirical results**

In this section, we would like to perform two experiments. First, we would like to compare the five fitness measures in terms of classifier accuracy. Secondly, we would
like to assess the accuracy of our framework against other well-known classifiers. Since this article focusses on the introduction and conceptual discussion of this framework, the goal of the second experiment is to verify if the framework is competitive with existing techniques.

For the experiments in this paper, we used Scheffer’s association rule mining algorithm [11]. Scheffer’s algorithm is based on the idea that during association rule mining, a larger support has to be traded against a higher confidence. Furthermore, when a rule has a large support, one can be much more certain that the observed confidence is close to the true accuracy of the rule. In a Bayesian framework, Scheffer translates confidence and support into an expected accuracy on future data. One of the benefits of his algorithm is that the researcher does not need to set support or confidence thresholds. One only needs to determine the number of rules. The algorithm dynamically sets the expected accuracy threshold during the mining process and also prunes redundant rules.

Because the ARUBAS framework doesn’t have any parameters of its own, combining it with Scheffer’s AR mining technique provides an AC with only one parameter, i.e. the number of CARs to learn. We will call this the ARUBAS-Scheffer AC.

Own experiments have shown that for the ARUBAS-Scheffer AC, the evolution of the accuracy when changing the number of CARs on a separate test set is parallel to the evolution of the accuracy on the original training set. In other words, the evolution of the accuracy on the training set for different number of CARs gives a reliable indication of how many CARs need to be mined to find the maximum accuracy on the separate test set. The pseudo-code of the ARUBAS-Scheffer AC is provided by Algorithm 2. As becomes clear from this code, the ARUBAS-Scheffer AC is a parameter-free classifier.

Both experiments will compare several classifiers and try to find significant differences between them in terms of accuracy. In this article, we follow the methodology to compare multiple classifiers suggested by [4]. First, we will calculate unbiased estimates of the classifiers’ accuracies by means of a ten-fold cross validation for 23 UCI datasets. Next, we use the Friedman test to detect statistically significant differences between the classifiers in terms of average accuracy. The Friedman test is a non-parametric equivalent of the repeated-measures ANOVA test, but is based on the ranking of the algorithms on each data set instead of the true accuracy estimates. In his paper, DemSar discusses several reasons why the ANOVA test is inappropriate for comparing multiple classifiers. If according to the Friedman test, differences between the classifiers exist, we use the Nemenyi test to compare each classifier with all other classifiers. The Nemenyi test controls for family-wise error in multiple hypothesis testing and is similar to the Tukey test for ANOVA. The results of the Nemenyi test is shown by means of critical difference diagrams.

### 3.1. Experiment 1: fitness measure comparison

The first experiment compares the accuracies on 23 UCI data sets of 5 different ARUBAS-Scheffer associative classifiers, each one using a different fitness measure. Table 2, shows the average rank of each classifier over the 23 UCI data sets. These results show that the ARUBAS-Scheffer AC with the fifth fitness measure, was the second best classifier on average. The other classifiers were third or fourth on average. The Friedman test provide a $\chi^2$ value of 13.54 with 4 degrees of freedom which has a p-value smaller than 0.01. This test indicates that there are statistically significant differences in accuracy among these five classifiers.

Figure 2 shows the results of the Nemenyi test. Groups of classifiers that are not significantly different at $p = 0.1$ are connected. According to the Nemenyi test, the ARUBAS-Scheffer AC which uses the fifth fitness measure,

---

<p>| Table 2. Average rank on 23 UCI data sets for ARUBAS-Scheffer ACs with different fitness measures. |
|-----------------------------------------------|------------------|------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th>Average Rank</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
<th>$\phi_3$</th>
<th>$\phi_4$</th>
<th>$\phi_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.70</td>
<td>3.11</td>
<td>3.13</td>
<td>3.04</td>
<td>2.02</td>
</tr>
</tbody>
</table>

---

1. These are: balance scale, car, cmc, credit, australian, crx, echocardiogram, ecoli, glass, haberman, hayes-roth, heart, iris, lenses, mammographic masses, monk1, monk2, monk3, pima-indians diabetes, post-operative, tae, tic-tac-toe, wine, yeast.
i.e. $\phi_5(C) = S_C(X_N)$, performs significantly better than the other classifiers. Therefore, we shall continue with this particular fitness measure for the next experiment and we will denote this classifier as the ARUBAS-Scheffer-$\phi_5$ AC. These results also illustrate that similarity should be measured only in terms of weighted average similarity between a new instance and all known test instances. Remarkably, the class cohesion or class size should not be taken into account.

### 3.2. Experiment 2: ARUBAS classifier versus other classifiers

In our second experiment we want to verify how competitive our ARUBAS framework is against other existing classifiers. We compared the ARUBAS-Scheffer-$\phi_5$ classifier with the C4.5, Ripper, 1R and CBA algorithms. For the C4.5 and Ripper algorithm, we built two models, i.e. a pruned and an unpruned version. The ARUBAS-Scheffer-$\phi_5$, C4.5, Ripper and 1R models were built with the WEKA software [13] and the CBA model was built with the DM-II CBA software (version 2.1) [8]. All models were built with default values for the various parameters. Furthermore, all models used ten-fold CV for an unbiased accuracy estimate. All models except CBA used the same way to split the data during the 10-CV stage. For CBA this was not possible because the model was built with different software. However, because 10-CV provides an unbiased estimate of the accuracy, a sound comparison of the models remains possible.

Table 3 shows the average rank of each classifier over the 23 UCI data sets. The Friedman test has a $\chi^2_F$ value of 24.89 with 6 degrees of freedom and a p-value smaller than 0.01. This indicates that there are statistically significant differences in accuracy among these 7 classifiers. More information is given in Figure 3, which shows the results of the Nemenyi test. All groups of classifiers that are not significantly different at $p = 0.1$ are connected. From these results we see that our ARUBAS-Scheffer-$\phi_5$ classifier is competitive with C4.5, RIPPER and CBA and outperforms 1R, which represents the most simple and naive classifier. However, note that in contrast with the other classifiers, ARUBAS-Scheffer-$\phi_5$ is a parameter free classifier. In terms of average ranking it shares a second position with the pruned version of RIPPER. Only the pruned version of C4.5 has a higher ranking. However, it should be noted that these differences in average ranking are not statistically significant at 0.1.

### 4. Remarks and directions for future research

The results of the empirical analysis have shown that the ARUBAS framework can provide associative classifiers which are competitive with other existing classifiers. However, the current framework still contains some limitations which need attention in the future. Firstly, the similarity between a test instance and a training instance gives the same weight to each pattern (i.e. dimension). However, if one considers that a pattern is derived from an association rule with a specific support and confidence, the similarity measure might benefit from some kind of pattern weight. Therefore, future research should focus on how the quality measures of association rules can be translated into some kind of pattern weight.

Secondly, the ARUBAS framework itself doesn’t have a pruning step. The only pruning is done implicitly by the AR mining algorithm in the first step. In this article, we used Scheffer’s AR mining algorithm which automatically prunes redundant rules and selects the $n$ best rules based on predicted accuracy. However, the framework might benefit from a separate pruning stage which is independent from the AR mining algorithm used. Not only should future research investigate the pruning of CARs, it should also analyze the potential of pruning training instances. Since our framework is based on some kind of fitness between new instances and training instances, removing noisy training instances will most likely improve the accuracy.

Furthermore, future research is certainly needed to evaluate the impact of the AR mining algorithm on the accuracy of the framework. It could be interesting to study if there are AR mining algorithms which provide significantly better sets of CARs for our framework or whether the framework is insensitive to the selected algorithm.

Finally, from a methodological point of view, the second analysis, i.e. the comparison between ARUBAS-Scheffer-$\phi_5$ and the other classifiers, should have been performed on a different set of data sets or should have been performed simultaneously with the first analysis. However, due to practical reasons we separated both analysis. This decision has no impact on each analysis separately and their respective conclusions. However, the exact level of significance, albeit from the most pessimistic point of view, that the conclusions of both analysis are true is not 10% but 19%.

### 5. Conclusions

In this article we introduced a new framework for building associative classifiers. The main idea is to use association rules to transform the feature space and to perform instance-based reasoning to classify new instances. We have defined 5 different fitness measures between a new instance and the training instances with a specific class. The empirical results of the first experiment showed that one of those fitness measure, i.e. $\phi_5(c) = S_e(X_N)$, significantly leads to better results. We therefore suggest to use this fitness measure. Remarkably, the class cohesion or
class size should not be taken into account.

The second empirical experiment evaluated our ARUBAS framework against other classifiers and showed that it is capable of producing associative classifiers which are competitive with other classifiers. More specifically, with ARUBAS-Scheffer-$\phi_5$ we introduced a parameter-free algorithm which is competitive with classification techniques such as C4.5, RIPPER and CBA. These results confirm our belief that this new approach for building associative classifiers possesses enough potential for future research. We hope that this article and the reported results will provide a good starting point for researchers who wish to study this framework.
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