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Supplementary Material

Section S1 explains the incompleteness in the compound-symmetry model based on the characterization of Hermans \textit{et al}. (2017). The resulting lack of closed-form solutions for MLE are outlined in Section S2 and further calculations in Section S3. Background on the pseudo-likelihood-based split-sample method is given in Section S4. More on the derivation of weights for the compound-symmetry case are given in Section S5. Section S6 and S7 give more details about respectively a first and second simulation study. Section S8 describes the use of R for the analysis of the case study.
S1 Incompleteness in the Compound-symmetry Model

Based on (4.1) and the multiplicity of the cluster sizes, the sufficient statistics are:

\[
W_{1k} = \sum_{i=1}^{c_k} \sum_{j=1}^{n_k} Y_{ij}^{(k)}, \quad (S1.1)
\]

\[
W_2 = \sum_{k=1}^{L} \sum_{i=1}^{c_k} \sum_{j=1}^{n_k} \left( Y_{ij}^{(k)} \right)^2, \quad (S1.2)
\]

\[
W_{3k} = \sum_{i=1}^{c_k} \left( \sum_{j=1}^{n_k} Y_{ij}^{(k)} \right)^2, \quad (S1.3)
\]

\[
W_{4k} = c_k, \quad (S1.4)
\]

The conditional and marginal expectations of (S1.1)–(S1.4) are:

\[
E(W_{1k}|c_k) = c_k n_k \mu,
\]

\[
E(W_{1k}) = N \mu \pi_k n_k,
\]

\[
E(W_2|c_k) = \sum_{k=1}^{L} c_k n_k (\sigma^2 + d + \mu^2),
\]

\[
E(W_2) = N (\sigma^2 + d + \mu^2) \sum_{k=1}^{L} \pi_k n_k,
\]

\[
E(W_{3k}|c_k) = c_k \left\{ n_k (\sigma^2 + d + \mu^2) + n_k (n_k - 1)(d + \mu^2) \right\},
\]

\[
E(W_{3k}) = N \pi_k n_k \left\{ (\sigma^2 + d + \mu^2) + (n_k - 1)(d + \mu^2) \right\},
\]

\[
E(W_{4k}) = N \pi_k.
\]
S2. Likelihood-based Estimation of the CS Model

Group all sufficient statistics in $W$ and define a function

$$g(w) = \sum_{k=1}^{L} \lambda_k \frac{w_{1k}}{w_{4k}}.$$  \hfill (S1.5)

Then,

$$E\{g(W|W_4)\} = \sum_{k=1}^{L} \lambda_k \frac{E(W_{1k}|W_{4k})}{W_{4k}} = \mu \sum_{k=1}^{L} \lambda_k n_k,$$

and hence

$$E\{g(W)\} = \mu \sum_{k=1}^{K} \lambda_k n_k.$$

Thus, every solution $\lambda \perp n$, where $n = (n_1, \ldots, n_K)'$, provides a counterexample, establishing incompleteness.

Such a vector $\lambda$ exists if and only if $K \geq 2$, for which it is assumed that at least two $c_k > 0$ (i.e., at least two different cluster sizes occur).

S2 Likelihood-based Estimation of the CS Model

S2.1 Score Functions

The score function has components:

$$\frac{\partial \ell}{\partial \mu_k} = \frac{1}{\sigma_k^2 + n_k d_k} \left( \sum_{i=1}^{c_k} \sum_{j=1}^{m_i} y_{ij}^{(k)} - c_k n_k \mu_k \right),$$  \hfill (S2.1)

$$\frac{\partial \ell}{\partial \sigma_k^2} = \frac{-c_k n_k}{2\sigma_k^2} \cdot \frac{\sigma_k^2 + (n_k - 1)d_k}{\sigma_k^2 + n_k d_k} + \frac{c_k n_k S_k}{2\sigma_k^4} \cdot \frac{d_k (2\sigma_k^2 + n_k d_k) c_k n_k T_k}{2\sigma_k^4 (\sigma_k^2 + n_k d_k)^2},$$  \hfill (S2.2)

$$\frac{\partial \ell}{\partial d_k} = \frac{-c_k n_k}{2(\sigma_k^2 + n_k d_k)} + \frac{c_k n_k T_k}{2(\sigma_k^2 + n_k d_k)^2},$$  \hfill (S2.3)
with

\[ S_k = \frac{1}{c_k n_k} Q_k = \frac{1}{c_k n_k} \sum_{i=1}^{c_k} Z_i^{(k)'} Z_i^{(k)}, \quad (S2.4) \]

\[ T_k = \frac{1}{c_k n_k} R_k = \frac{1}{c_k n_k} \sum_{i=1}^{c_k} Z_i^{(k)'} J_{nk} Z_i^{(k)}. \quad (S2.5) \]

### S2.2 Lack of Closed-form Solution when \( K \geq 2 \)

The lack of a closed form when \( K \geq 2 \) is well known, but we highlight a few relevant features here. More detail is given in Supplementary Materials S3. Function (4.4) can be turned into the log-likelihood kernel for the conventional situation where there is a common mean parameter and common variance components across all cluster sizes, i.e., \( \ell(\mu, \sigma^2, d) \). The score functions follow from summing the terms in (S2.1)–(S2.3) across cluster sizes:

\[
\frac{\partial \ell}{\partial \mu} = \sum_{k=1}^{K} \frac{\partial \ell}{\partial \mu_k} \bigg|_{\mu_k = \mu}, \quad \frac{\partial \ell}{\partial \sigma^2} = \sum_{k=1}^{K} \frac{\partial \ell}{\partial \sigma_k^2} \bigg|_{\sigma_k^2 = \sigma^2}, \quad \frac{\partial \ell}{\partial d} = \sum_{k=1}^{K} \frac{\partial \ell}{\partial d_k} \bigg|_{d_k = d}. 
\]  
\[
(S2.6)
\]

Solving the score equation in (S2.6) for the mean, using that

\[
\Sigma_{n_k}^{-1} = \frac{1}{\sigma^2} I_{n_k} - \frac{d}{\sigma^2(\sigma^2 + n_k d)} J_{nk},
\]

leads to the identity:

\[
\hat{\mu} = \frac{\sum_{k=1}^{K} \frac{n_k c_k}{\sigma^2 + n_k d} \sum_{i=1}^{c_k} Z_i^{(k)}}{\sum_{k=1}^{K} \frac{n_k c_k}{\sigma^2 + n_k d}} = \frac{\sum_{k=1}^{K} \frac{n_k c_k}{\sigma^2 + n_k d} \hat{H}_k}{\sum_{k=1}^{K} \frac{n_k c_k}{\sigma^2 + n_k d}}, 
\]

\[
(S2.7)
\]
where $\mu_k$ as in (4.5). For the variance components, only implicit identities follow; they are functions of (S2.4)–(S2.5). These take the form of high-degree polynomials, for which no general explicit solution exists. While (S2.7) is explicit, it is a weighted average of the cluster-size specific averages $\overline{\gamma}^{(k)}$, with weights depending on the variance components. This, combined with the result for the variance components, implies that there is no explicit solution, unless the variance components are known or the cluster size is constant.

### S3 Full Likelihood

Referring to the conventional situations, i.e. $\ell(\mu, \sigma^2, d)$ in (4.2) and the score equation in (S2.6), also second derivatives can be calculated:

\[
\frac{\partial^2 \ell}{\partial \mu^2} = \sum_{k=1}^{K} -\frac{c_k n_k}{\sigma^2 + n_k d} \quad (S3.1)
\]

\[
\frac{\partial^2 \ell}{\partial \sigma^2 \partial \mu} = \sum_{k=1}^{K} -\frac{1}{(\sigma^2 + n_k d)^2} \left( \sum_{i=1}^{c_k} \sum_{j=1}^{n_k} y_{ij}^{(k)} - c_k n_k \mu_k \right) \quad (S3.2)
\]

\[
\frac{\partial^2 \ell}{\partial d \partial \mu_k} = \sum_{k=1}^{K} -\frac{n_k}{(\sigma^2 + n_k d)^2} \left( \sum_{i=1}^{c_k} \sum_{j=1}^{n_k} y_{ij}^{(k)} - c_k n_k \mu_k \right) \quad (S3.3)
\]

\[
\frac{\partial^2 \ell}{\partial \mu \partial \sigma^2} = \sum_{k=1}^{K} \left( -\frac{1}{\sigma^4} + \frac{d(2\sigma^2 + n_k d)n_k}{\sigma^4(\sigma^2 + n_k d)^2} \right) \sum_{i=1}^{c_k} \sum_{j=1}^{n_k} Z_{ij}^{(k)} \quad (S3.4)
\]
\[
\frac{\partial^2 \ell}{\partial \sigma^2} = \sum_{k=1}^{K} \left( \frac{c_k n_k}{2\sigma^4} \cdot \frac{\sigma^2 + (n_k - 1)d}{\sigma^2 + n_k d} - \frac{c_k n_k}{2\sigma^2} \cdot \frac{d}{(\sigma^2 + n_k d)^2} - \frac{c_k n_k S_k}{\sigma^6} \right) \\
- d c_k n_k T_k \frac{\sigma^2(\sigma^2 + n_k d) - (2\sigma^2 + n_k d)^2}{\sigma^6(\sigma^2 + n_k d)^3} \right) \quad (S3.5)
\]
\[
\frac{\partial^2 \ell}{\partial d \partial \sigma^2} = \sum_{i=1}^{K} \left( \frac{c_k n_k}{2(\sigma^2 + n_k d)} - \frac{c_k n_k T_k}{\sigma^4} \cdot \frac{\sigma^2 + n_k d)^2 - n_k d(2\sigma^2 + n_k d)}{(\sigma^2 + n_k d)^3} \right) \quad (S3.6)
\]
\[
\frac{\partial^2 \ell}{\partial \mu \partial d} = \sum_{k=1}^{K} \frac{-n_k}{(\sigma^2 + n_k d)^2} \sum_{i=1}^{c_k} \sum_{j=1}^{n_k} Z_{ij}^{(k)} \quad (S3.7)
\]
\[
\frac{\partial^2 \ell}{\partial \sigma^2 \partial d} = \sum_{k=1}^{K} \left( \frac{c_k n_k}{2(\sigma^2 + n_k d)^2} - \frac{c_k n_k T_k}{(\sigma^2 + n_k d)^3} \right) \quad (S3.8)
\]
\[
\frac{\partial^2 \ell}{\partial d^2} = \sum_{k=1}^{K} \left( \frac{c_k n_k^2}{2(\sigma^2 + n_k d)^2} - \frac{c_k n_k^2 T_k}{(\sigma^2 + n_k d)^3} \right). \quad (S3.9)
\]
Should we use conditional likelihood, then the log-likelihood’s kernel equals:

$$
L \propto \prod_{i=1}^{k} \frac{1}{(2\pi)^{n_1/2} |\Sigma_{n_1}|^{1/2}} \exp \left\{ -\frac{1}{2} (y_{i1} - \mu_{n_1})' \Sigma_{n_1}^{-1} (y_{i1} - \mu_{n_1}) \right\}
$$

\[ \times \left[ \frac{\Phi(\alpha + y_{i1}' \beta)}{\Phi \left( \frac{\alpha + \mu_{n_1}' \beta}{\sqrt{1 + \beta' \Sigma_{n_1} \beta / n_1}} \right)} \right] \]

\[ \times \prod_{i=k+1}^{N} \frac{1}{(2\pi)^{n_2/2} |\Sigma_{n_2}|^{1/2}} \exp \left\{ -\frac{1}{2} (y_i - \mu_{n_2})' \Sigma_{n_2}^{-1} (y_i - \mu_{n_2}) \right\}
\]

\[ \times \left[ \frac{1 - \Phi(\alpha + y_{i1}' \beta)}{1 - \Phi \left( \frac{\alpha + \mu_{n_1}' \beta}{\sqrt{1 + \beta' \Sigma_{n_1} \beta / n_1}} \right)} \right]. \quad (S3.10) \]

$$
\ell \propto -\frac{1}{2} \sum_{i=1}^{k} \left\{ \ln |\Sigma_{n_1}| + (y_{i1} - \mu_{n_1})' \Sigma_{n_1}^{-1} (y_{i1} - \mu_{n_1}) \right\}
$$

$$
- k \ln \Phi(\tilde{\alpha} + \mu_{n_1}' \tilde{\beta})
$$

$$
- \frac{1}{2} \sum_{i=k+1}^{N} \left\{ \ln |\Sigma_{n_2}| + (y_i - \mu_{n_2})' \Sigma_{n_2}^{-1} (y_i - \mu_{n_2}) \right\}
$$

$$
- (N - k) \ln \left\{ 1 - \Phi(\tilde{\alpha} + \mu_{n_1}' \tilde{\beta}) \right\}, \quad (S3.11)
$$

with $\tilde{\alpha} = \frac{\alpha}{\sqrt{1 + \beta' \Sigma_{n_1} \beta / n_1}}$ and $\tilde{\beta} = \frac{\beta}{\sqrt{1 + \beta' \Sigma_{n_1} \beta / n_1}}$

The corresponding score equations are:

$$
\frac{\partial \ell}{\partial \mu} = \frac{1}{\sigma^2 + n_1 d} \left( \sum_{i=1}^{k} \sum_{j=1}^{n_1} y_{ij} - kn_1 \mu \right) - kn_1 j_{n_1}' \beta \frac{\phi(\tilde{\alpha} + \mu_{n_1}' \tilde{\beta})}{\Phi(\tilde{\alpha} + \mu_{n_1}' \tilde{\beta})}
$$

$$
+ \frac{1}{\sigma^2 + n_2 d} \left( \sum_{i=k+1}^{N} \sum_{j=1}^{n_2} y_{ij} - (N - k) n_2 \mu \right)
$$

$$
- (N - k) n_2 j_{n_1}' \beta \frac{\phi(\tilde{\alpha} + \mu_{n_1}' \tilde{\beta})}{\Phi(\tilde{\alpha} + \mu_{n_1}' \tilde{\beta})}. \quad (S3.12)
$$
with $\frac{\partial \ell}{\partial \sigma^2}$ and $\frac{\partial \ell}{\partial d}$ identical to (S2.2) and (S2.3). The components of the Hessian are:

$$
\frac{\partial^2 \ell}{\partial \mu^2} = -\frac{kn_1}{\sigma^2 + n_1 d} - \frac{(N-k)n_2}{\sigma^2 + n_2 d} - \frac{1}{\Phi(\tilde{\alpha} + \mu'_{n_1} \tilde{\beta})} \cdot \phi(\tilde{\alpha} + \mu'_{n_1} \tilde{\beta}) \cdot (\tilde{\alpha} + \mu'_{n_1} \tilde{\beta}) \cdot \tilde{j}'_{n_1} \tilde{\beta} \cdot \frac{\phi^2(\tilde{\alpha} + \mu'_{n_1} \tilde{\beta})}{\Phi^2(\tilde{\alpha} + \mu'_{n_1} \tilde{\beta})} \cdot \Phi^2(\tilde{\alpha} + \mu'_{n_1} \tilde{\beta})$$

$$
\frac{\partial^2 \ell}{\partial \mu \partial \sigma} = \frac{1}{(\sigma^2 + n_1 d)^2} \left( \sum_{i=1}^{k} \sum_{j=1}^{n_1} y_{ij} - k n_1 \mu \right) - \frac{1}{(\sigma^2 + n_2 d)^2} \left( \sum_{i=k+1}^{N} \sum_{j=1}^{n_2} y_{ij} - (N-k) n_2 \mu \right) \tag{S3.14}
$$

$$
\frac{\partial^2 \ell}{\partial d \partial \mu} = \frac{-n_1}{(\sigma^2 + n_1 d)^2} \left( \sum_{i=1}^{k} \sum_{j=1}^{n_1} y_{ij} - k n_1 \mu \right) - \frac{n_2}{(\sigma^2 + n_2 d)^2} \left( \sum_{i=k+1}^{N} \sum_{j=1}^{n_2} y_{ij} - (N-k) n_2 \mu \right) \tag{S3.15}
$$

with $\frac{\partial^2 \ell}{\partial \mu^2}$, $\frac{\partial^2 \ell}{\partial \sigma^2}$, $\frac{\partial^2 \ell}{\partial d \partial \sigma}$, $\frac{\partial^2 \ell}{\partial \mu \partial d}$, and $\frac{\partial^2 \ell}{\partial d^2}$ identical to (S3.4), (S3.5), (S3.6), (S3.7), (S3.8), and (S3.9).
S4 PSEUDO-LIKELIHOOD FOR SPLIT SAMPLES

S4 Pseudo-likelihood for Split Samples

S4.1 General Considerations

Informally, a pseudo-likelihood function is one that replaces a computationally intractable or slow-to-maximize likelihood function, with another function that still produces a consistent and asymptotically normal estimator when maximised, i.e., by setting the first derivatives of the log pseudo-likelihood equal to zero and solving the resultant pseudo score equations.

An early reference is Arnold and Strauss (1991), and details on various forms of pseudo-likelihood can be found in (Molenberghs and Verbeke, 2005, Ch. 9, 12, 21, 22, 24, and 25). In the current clustered setting, the likelihood contribution of a cluster is often replaced by a product of contributions for various sub-vectors. In some cases, such a sub-vector can be conditioned upon another sub-vector.

Fieuws and Verbeke (2006) and Fieuws et al. (2006) used pseudo-likelihood to fit mixed models to high-dimensional multivariate longitudinal data. They supplemented the standard method with an additional device. They first replaced a set of $M$ longitudinal sequences by the $M(M - 1)/2$ longitudinal pairs. This in itself is a standard application of pseudo-likelihood. They then assumed that each pair has its own parameter vector.
Symbolically, this can be written as:

\[ p\ell(\theta) \equiv p\ell(y_{1i}, y_{2i}, \ldots, y_{Mi}|\theta) = \sum_{r<s} \ell(y_{ri}, y_{si}|\theta_{rs}), \quad (S4.1) \]

where \( Y_{ri} \) is the \( r \)th sequence for subject \( i \). In (S4.1), \( \theta \) results from stacking all \( M(M - 1)/2 \) pair-specific parameter vectors \( \theta_{rs} \). The actual parameter vector of interest is \( \theta^* \), the set of non-redundant parameters is \( \theta \).

To obtain \( \theta^* \), Fieuws and Verbeke (2006) take averages of all available estimates for that specific parameter, implying that \( \hat{\theta}^* = A\hat{\theta} \) for an appropriate linear combination matrix \( A \). Further, combining this step with general pseudo-likelihood inference, a sandwich estimator is used:

\[
\sqrt{N}(\hat{\theta}^* - \theta^*) = \sqrt{N}(A\hat{\theta} - A\theta) \approx N(0, A\theta \theta^* A' - I_0^{-1} I_1 I_0^{-1} A'), \quad (S4.2)
\]

where

\[
I_0(\theta) = E \left[ \frac{\partial^2 p\ell(\theta)}{\partial \theta \partial \theta} \right], \quad I_1(\theta) = E \left[ \left( \frac{\partial p\ell(\theta)}{\partial \theta} \right) \cdot \frac{\partial p\ell(\theta)}{\partial \theta} \right]. \quad (S4.3)
\]

Molenberghs et al. (2011) took a very similar route to partition a potentially large sample into sub-samples.

To fix ideas, consider log-likelihood (4.4). When used as an instrument to estimate a single vector \((\mu, \sigma^2, d)\), this function can be viewed a pseudo-likelihood. This setting can be generalized by assuming that a dataset, consisting of repeated measures per subject, is divided into \( K \) subgroups,
Each containing $c_k$ independent replicates. Consider the pseudo-likelihood:

$$p\ell(\theta) = \sum_{k=1}^{K} \ell(\theta_k | y_1^{(k)}, \ldots, y_{c_k}^{(k)}).$$  \hfill (S4.4)

While the underlying principle is similar to (S4.1), it is not identical. The similarities are: (1) all $\theta_k$ are assumed to be different, allowing for separate, even parallel, estimation; (2) $\theta$ stacks all vectors $\theta_k$; (3) the parameter of interest $\theta^*$ is found from a suitable combination of the $\theta_k$. Parallel estimation was also followed by Scott et al. (2013) and Neiswanger, Wang, and Xing (2013).

There are important differences, however. Here, and in the remainder of the article, we assume that $\ell(\theta_k | y_1^{(k)}, \ldots, y_{c_k}^{(k)})$ is the likelihood that we would have, should group $k$ be the only one in the data. That is, the individual likelihood contributions are not altered, rather the data are partitioned. This is similar to the independent partitioning done by Molenberghs et al. (2011). In line with their derivations, (S4.2) can also be used here. Given that $\ell_k(\theta_k)$ is a genuine likelihood, its contributions to $I_0(\theta)$ and $I_1(\theta)$ are identical, up to the sign. As a result, $I_0(\theta)^{-1}I_1(\theta)I_0(\theta)^{-1} = -I_0(\theta)^{-1}$, a block-diagonal matrix with blocks of the form $I_0(\theta_k)$. We now turn to the split-sample case.
S4.2 Pseudo-likelihood for Split Sample

Molenberghs et al. (2011) chose

\[ A = \frac{1}{K} (I, \ldots, I) \]  

(S4.5)

to pass from \( \theta \) to \( \theta^* \). This is a sensible choice in the i.i.d. setting (e.g., when all clusters in a CS model have the same size) and with the same number of subjects per sub-sample. The estimator and precision estimator then become:

\[
\hat{\theta}^* = \frac{1}{K} \sum_{k=1}^{K} \hat{\theta}_k, \\
\text{var}(\hat{\theta}^*) = \frac{1}{K} H^{-1},
\]

(S4.6)  

(S4.7)

with \( H^{-1} = -I_0(\theta_k) \). In this special case, the expected information matrices are identical. Alternatively, one can use the observed information matrices, and then use instead:

\[
\frac{1}{K^2} \sum_{k=1}^{K} \mathcal{H}^{-1}_{\theta,k},
\]

(S4.8)

where \( \mathcal{H}_{\theta,k} \) is the observed information for sub-sample \( k \).

In this particular case, pseudo-likelihood produces the same estimator as full likelihood. This stems from the fact that all subjects follow the same distribution, in contrast to, for example, the setting set out at the start of Section 4. Should the subjects have identical distributions, but with
c_k variables, the above results can be modified accordingly. For example, (S4.6) would be replaced by

\[ \hat{\Theta}^* = \sum_{k=1}^{K} \frac{c_k}{N} \hat{\theta}_k, \]

with similar modification to precision estimation. In this case, full likelihood would be obtained.

In the next section, we will consider the more general case where different subjects may have a different distribution such as, for example, the CS case with a different number of measurements per cluster.

S5 Derivation of Optimal Scalar Weights for Compound-symmetry Case

To find the optimal scalar weight with minimum variance for \( \mu \) we use the method of Lagrange with the constraint that the weights \( a_k \) need to sum to 1:

\[ Q = \sum_{k=1}^{K} a_k^2 \frac{\sigma^2 + n_k d}{c_k n_k} - \lambda \left( \sum_{k=1}^{K} a_k - 1 \right). \] (S5.1)

Solving the first partial derivative we become an expression for \( a_k \) involving \( \lambda \). Summing this one produces an expression for \( \lambda \), leading to the complete
formula for $a_k$. Precisely, the system of equations is:

$$\frac{\partial Q}{\partial a_k} = 2a_k \frac{\sigma^2 + n_k d}{c_k n_k} - \lambda = 0,$$

$$\frac{\partial Q}{\partial \lambda} = \sum_{k=1}^{K} a_k - 1 = 0,$$

or, alternatively:

$$a_k = \frac{\lambda}{\sum_{k=1}^{K} \frac{c_k n_k}{\sigma^2 + n_k d}},$$

$$\lambda = \left( \frac{1}{2} \sum_{k=1}^{K} \frac{c_k n_k}{\sigma^2 + n_k d} \right)^{-1},$$

and hence

$$a_k = \frac{c_k n_k}{\sum_{m=1}^{K} \frac{c_m n_m}{\sigma^2 + n_m d}}.$$

In the same manner, expressions for $b_k$ and $g_k$ can be found, as we will show next. For $\sigma^2$:

$$Q = 2\sigma^4 \sum_{k=1}^{K} b_k^2 \frac{1}{c_k (n_k - 1)} - \lambda \left( \sum_{k=1}^{K} b_k - 1 \right),$$

producing the system:

$$\frac{\partial Q}{\partial b_k} = \frac{4\sigma^4 b_k}{c_k (n_k - 1)} - \lambda = 0,$$

$$\frac{\partial Q}{\partial \lambda} = \sum_{k=1}^{K} b_k - 1 = 0,$$

which can be rewritten as:

$$4\sigma^4 b_k = \lambda c_k (n_k - 1),$$

$$\lambda = \frac{4\sigma^4}{\sum_{k=1}^{K} c_k (n_k - 1)}.$$
and finally:

\[ b_k = \frac{c_k(n_k - 1)}{\sum_{m=1}^{K} c_m(n_m - 1)}. \]

For \( d \), the objective function is:

\[ Q = \sum_{k=1}^{K} g_k^2 v_k - \lambda \left( \sum_{k=1}^{K} g_k - 1 \right), \]

with

\[ v_k = \frac{2}{c_k n_k} \left( \frac{\sigma^4}{n_k - 1} + 2d\sigma^2 + n_k d^2 \right). \]

The system of equations now is:

\[ \frac{\partial Q}{\partial g_k} = 2g_k v_k - \lambda = 0, \]
\[ \frac{\partial Q}{\partial \lambda} = \sum_{k=1}^{K} g_k - 1 = 0, \]

leading to:

\[ g_k = \frac{\lambda}{2v_k}, \]
\[ \lambda = \frac{2}{\sum_{k=1}^{K} \frac{1}{v_k}}, \]

giving the solution:

\[ g_k = \frac{\frac{c_k n_k}{\sigma^4/n_k - 1 + 2d\sigma^2 + n_k d^2}}{\sum_{m=1}^{K} \frac{c_m n_m}{n_m - 1 + 2d\sigma^2 + n_m d^2}}. \]

### S5.1 Cluster-by-cluster Analysis

We study the case of the most extreme partitioning, i.e., where each of the clusters is analyzed separately. This can be relevant in cases with perhaps a
limited number of very to extremely large clusters. This means that $c_k \equiv 1$ throughout. Clearly, the $n_k$ will then no longer be unique. We will examine this case in detail, and contrast a first weighted estimator with an *ad hoc* one.

**The Weighted Estimator for the Cluster-by-cluster Case**

The estimator follows from setting $c_k \equiv 1$ and hence $K \equiv N$ throughout. For example, this special case can easily be considered for all expressions in Sections 6.1.1-6.1.3. Because $c_k$ enters the inverse of the variance-covariance matrix multiplicatively, as is seen from (4.8)-(4.9), the optimal estimator that is obtained when each cluster is considered to be its own stratum, is identical to the one obtained when strata are defined in terms of all clusters of a given size. The same is true for the scalar weights.

It is insightful to consider in more detail the special case where further
the cluster sizes are all identical to $n$. One then easily obtains:

$$
\hat{\mu} = \frac{1}{Nn} \sum_{i=1}^{N} \sum_{j=1}^{n} Y_{ij},
$$

(S5.2)

$$
\hat{\sigma}^2 = \frac{1}{Nn(n-1)} \left( n \sum_{i=1}^{N} Z_i' Z_i - \sum_{i=1}^{N} Z_i' J_n Z_i \right)
= \frac{1}{Nn(n-1)} (nQ - R),
$$

(S5.3)

$$
\hat{d} = \frac{1}{Nn(n-1)} \left( \sum_{i=1}^{N} Z_i' J_n Z_i - \sum_{i=1}^{N} Z_i' Z_i \right)
= \frac{1}{Nn(n-1)} (Q - R),
$$

(S5.4)

with obvious notation for $Q$ and $R$, inspired by (S2.4)–(S2.5). The corresponding variance-covariance elements, similar in spirit to (4.8)-(4.9), are:

$$
\text{var}(\hat{\mu}) = \frac{\sigma^2 + nd}{Nn},
$$

(S5.5)

$$
\text{var} \begin{pmatrix} \hat{\sigma}^2 \\ \hat{d} \end{pmatrix} = \begin{pmatrix}
\frac{2\sigma^4}{N(n-1)} & -\frac{2\sigma^4}{Nn(n-1)} \\
-\frac{2\sigma^4}{Nn(n-1)} & \frac{2}{Nn} \left[ \frac{\sigma^4}{n-1} + 2\sigma^2 d + nd^2 \right]
\end{pmatrix}.
$$

(S5.6)

This estimator coincides with the MLE, as is known from Molenberghs et al. (2011).

**A Two-stage Estimator for Compound Symmetry**

In linear mixed models, there is a method of estimation, sometimes called the two-stage approach (Laird and Ware, 1982; Verbeke and Molenberghs, 2000), in which each cluster is analyzed separately to begin with, using lin-
ear regression, after which the cluster-specific parameters are summarized into fixed effects. Although the above cluster-by-cluster analysis is superficially similar to this, it is not equivalent. In particular, there is no bias (as can be seen in the two stage method), and the maximum likelihood estimator is recovered.

This approach is most useful when cluster sizes are not constant, and in models that are more complex than compound symmetry. However, to gain some insight, we develop the details of the method for the CS model with constant cluster size.

For the mean, (S5.2) is retained, as the average of the cluster-specific averages $\overline{Y}_i$. Further, define:

$$s^2 = \frac{1}{Nn} \sum_{i=1}^{N} \sum_{j=1}^{n} (Y_{ij} - \overline{Y}_i)^2,$$

(S5.7)

$$t^2 = \frac{1}{N} \sum_{i=1}^{N} (\overline{Y}_i - \hat{\mu})^2.$$

(S5.8)

Straightforward algebra shows:

$$E(s^2) = \frac{n - 1}{n} \sigma^2,$$

(S5.9)

$$E(t^2) = \frac{N - 1}{N} \left( d + \frac{1}{n} \sigma^2 \right).$$

(S5.10)

Should $n$ and $N$ approach infinity, then it follows that $s^2$ and $t^2$ are asymptotically unbiased estimators for $\sigma^2$ and $d$, respectively. However, this is not always reasonable. In applications such as the NTP data (Section 2),
it is fair to say that the cluster size has a biological upper limit. In other situations, however, such as meta-analyses, it is sensible to assume that both $n$ and $N$ approach infinity.

In the next section, we will study the consequences of removing the bias. For now, a small, obvious modification is:

\begin{align}
  s^2_* &= \frac{n}{n-1} s^2, \\  t^2_* &= \frac{N}{N-1} t^2.
\end{align}

(S5.11) (S5.12)

Now, $s^2_*$ is unbiased, while $E(t^2_*) = d + \sigma^2/n$, the bias $\sigma^2/n$ can be made to disappear asymptotically provided it is sensible to let $n$ grow large.

It is of interest to consider the variance-covariance structure of the estimators $s^2$, $t^2$, $s^2_*$, and $t^2_*$, as well as to make relative efficiency considerations. This will be done next.

**Connections Between Estimators**

Comparing algebraic expressions (S5.3)–(S5.4) with (S5.7)–(S5.8), leads to the linear relationships:

\begin{align}
  s^2 &= \frac{n-1}{n} \hat{\sigma}^2 + 0 \cdot \hat{d}, \\  t^2 &= \frac{N-1}{Nn} \frac{N}{N-1} \hat{\sigma}^2 + \frac{N-1}{N} \hat{d}.
\end{align}

(S5.13) (S5.14)
Relationships (S5.13)–(S5.14) can be combined with (S5.6) to produce:

$$\text{var} \begin{pmatrix} s^2 \\ t^2 \end{pmatrix} = \begin{pmatrix} \frac{2(n-1)\sigma^4}{Nn^2} & 0 \\ 0 & \frac{2(N-1)^2}{N^2n} \left[ \frac{\sigma^4}{n} + 2\sigma^2d + nd^2 \right] \end{pmatrix}$$ \hspace{1cm} (S5.15)

and, similarly,

$$\text{var} \begin{pmatrix} s^2_* \\ t^2_* \end{pmatrix} = \begin{pmatrix} \frac{2\sigma^4}{N(n-1)} & 0 \\ 0 & \frac{2}{Nn} \left[ \frac{\sigma^4}{n} + 2\sigma^2d + nd^2 \right] \end{pmatrix}.$$ \hspace{1cm} (S5.16)

From its definition it follows that $s^2_* \equiv \hat{\sigma}^2$. The same is not true for $t^2_*$. One reason to consider it nevertheless is its independence from $s^2_*$. Indeed, $(\hat{\mu}, s^2_* \equiv \hat{\sigma}^2, t^2_*)$ is an estimator with mutually independent components. While the same is true when $s^2$ and $t^2$ are used instead, the biases are larger.

For this case then, the choice between $\hat{d}$ and $t^2_*$ is in terms of a trade-off between efficiency and independence.

To gauge the efficiency loss when using $t^2_*$, the mean squared error is:

$$MSE(t^2_*) = \frac{2}{Nn} \left( \frac{\sigma^4}{n} + 2\sigma^2d + nd^2 \right) + \frac{1}{n^2}\sigma^4,$$

and hence the relative MSE:

$$\text{RMSE}(t^2_*; \hat{d}) = \frac{2 \left( \frac{\sigma^4}{n} + 2\sigma^2d + nd^2 \right) + \frac{N}{n}\sigma^4}{2 \left( \frac{\sigma^4}{n-1} + 2\sigma^2d + nd^2 \right)}.$$

which approaches infinity when $N$ does, while $n$ would remain constant.
In other words, this estimator is inconsistent unless it is being applied in situations where $n$ can also be considered to be large.

There are three distinct situations. First, when $N/n = \lambda n + o(n)$, for some $\lambda$, i.e., when $N$ is of the order of $n^2$, then, based on (S5.17), the ARE is $2(d^2 + \lambda \sigma^4)/[2d^2]$. The magnitude of the efficiency loss depends on sizes of the parameters involved. Second, when $O(N) < O(n^2)$, the ARE equals 1. This includes the cases where $N$ is constant, $N = n^{1/2}$, $N = n$, and $N = n^{3/2}$, for example. A constant or slowly increasing $N$ is plausible in a meta-analytic context. Third, if $N/n$ increases too quickly, i.e., $O(N/n) > O(n)$, then the estimator $t^2_n$ is inconsistent. This is the case, in particular, for bounded $n$.

The estimators $s^2$ and $t^2$ can be combined linearly to produce unbiased estimators. In other words, based on (S5.9)–(S5.10), the following corrections can be applied to (S5.7)–(S5.8):

$$s^2_{\text{corr}} = \frac{n}{n-1}s^2, \quad (S5.18)$$
$$t^2_{\text{corr}} = \frac{N}{N-1} t^2 - \frac{N}{(n-1)(N-1)} s^2. \quad (S5.19)$$

Interestingly, this requirement reproduces (S5.13)–(S5.14): the requirement of an unbiased estimator reproduces $\hat{\sigma}^2$ and $\hat{d}$, presented in (S5.3)–(S5.4) and hence also with their variance.
S6 Details About the First Simulation Study

The simulation study, summarized in Section 7, is described in detail here.

S6.1 Simulation Method

The design of the simulation study is as follows.

- Each generated set of data consists of $c_k$ clusters of size $n_k$, for $k = 1, \ldots, K$. We choose $K = 4$ throughout.

- For a generated set of data, the splitting is done by placing all clusters of a given size in one sub-sample.

- The CS model parameters are $\mu = 0$, $d = 1$, and $\sigma^2 = 2$.

- After estimating the three model parameters within each sub-sample, they are combined using the following weighting methods: (a) equal, (b) proportional, where the weights are

$$w_k = \frac{c_k}{\sum_{\ell=1}^{4} c_\ell} ,$$

and (c) size-proportional, where the weights for $\mu$ and $d$ are:

$$w_k = \frac{c_k n_k}{\sum_{\ell=k}^{4} c_\ell n_\ell} ,$$

while for $\sigma^2$ we take:

$$w_k = \frac{c_k (n_k - 1)}{\sum_{\ell=1}^{4} c_\ell (n_\ell - 1) .}$$
• Per setting, 100 replications are considered.

These settings are applied to various combinations of the $n_k$ and $c_k$, now described in turn.

### S6.2 Setting 1: Equal $c_k \cdot n_k$, Different $c_k$ and $n_k$

Consider 150 samples in each split, as follows: $(c_1, n_1) = (3, 50)$, $(c_2, n_2) = (5, 30)$, $(c_3, n_3) = (10, 15)$, and $(c_4, n_4) = (15, 10)$. The results are presented in Table 1. Graphical depictions can be found in Figures 1 and 2. Figure 1 shows that there is a different amount of information in the various sub-samples. This is not a problem, rather a consequence of the way the splits are created and the different amounts of information carried in each. It reminds us that we need to be judicious how the information from the splits will be weighted. It is not a surprise that equal weights are a poor choice. The other methods perform similarly, and all do very well. To varying degrees, the same will be seen in Settings 2 and 3.

### S6.3 Setting 2: Different $c_k \cdot n_k$, Equal $c_k$, Different $n_k$

To see the effect of split size, the following choices are made: $(c_1, n_1) = (4, 25)$, $(c_2, n_2) = (4, 50)$, $(c_3, n_3) = (4, 125)$, and $(c_4, n_4) = (4, 250)$. As a consequence, the size of the splits will be 100, 200, 500, and 1000, respectively. Table 2 summarized the results, with graphical displays presented
Table 1: First simulation study. Setting 1. Average of split-specific and combined (weighted) parameters and their precision estimates.

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\text{var}(\mu)$</th>
<th>$d$</th>
<th>$\text{var}(d)$</th>
<th>$\sigma^2$</th>
<th>$\text{var}(\sigma^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>split1</td>
<td>-0.00396</td>
<td>0.05779</td>
<td>0.68143</td>
<td>0.41395</td>
<td>1.98676</td>
<td>0.00296</td>
</tr>
<tr>
<td>split2</td>
<td>0.05697</td>
<td>0.03071</td>
<td>0.80997</td>
<td>0.19712</td>
<td>1.98578</td>
<td>0.00304</td>
</tr>
<tr>
<td>split3</td>
<td>-0.02111</td>
<td>0.01174</td>
<td>0.95161</td>
<td>0.17181</td>
<td>1.97590</td>
<td>0.00319</td>
</tr>
<tr>
<td>split4</td>
<td>0.01123</td>
<td>0.00626</td>
<td>0.98870</td>
<td>0.04677</td>
<td>1.98056</td>
<td>0.00347</td>
</tr>
<tr>
<td>Equal</td>
<td>0.01078</td>
<td>0.03769</td>
<td>0.85793</td>
<td>0.09388</td>
<td>1.98250</td>
<td>0.01406</td>
</tr>
<tr>
<td>Prop</td>
<td>0.00698</td>
<td>0.03230</td>
<td>0.82245</td>
<td>0.06562</td>
<td>1.98061</td>
<td>0.01907</td>
</tr>
<tr>
<td>Size prop</td>
<td>0.01078</td>
<td>0.03769</td>
<td>0.85793</td>
<td>0.09988</td>
<td>1.98257</td>
<td>0.01392</td>
</tr>
</tbody>
</table>

Table 2: First simulation study. Setting 2. Average of split-specific and combined (weighted) parameters and their precision estimates.

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\text{var}(\mu)$</th>
<th>$d$</th>
<th>$\text{var}(d)$</th>
<th>$\sigma^2$</th>
<th>$\text{var}(\sigma^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>split1</td>
<td>-0.02515</td>
<td>0.05227</td>
<td>0.83440</td>
<td>0.52423</td>
<td>2.00347</td>
<td>0.00730</td>
</tr>
<tr>
<td>split2</td>
<td>0.01287</td>
<td>0.05157</td>
<td>0.86891</td>
<td>0.57904</td>
<td>1.97285</td>
<td>0.00160</td>
</tr>
<tr>
<td>split3</td>
<td>0.06812</td>
<td>0.03586</td>
<td>0.74147</td>
<td>0.23681</td>
<td>2.00196</td>
<td>0.00026</td>
</tr>
<tr>
<td>split4</td>
<td>-0.03676</td>
<td>0.02979</td>
<td>0.68241</td>
<td>0.14117</td>
<td>1.99216</td>
<td>0.00006</td>
</tr>
<tr>
<td>Equal</td>
<td>0.00477</td>
<td>0.05111</td>
<td>0.78160</td>
<td>0.14770</td>
<td>1.99253</td>
<td>0.00935</td>
</tr>
<tr>
<td>Prop</td>
<td>0.00477</td>
<td>0.05111</td>
<td>0.78160</td>
<td>0.14770</td>
<td>1.99253</td>
<td>0.00935</td>
</tr>
<tr>
<td>Size prop</td>
<td>-0.00147</td>
<td>0.07139</td>
<td>0.72790</td>
<td>0.16585</td>
<td>1.99328</td>
<td>0.00447</td>
</tr>
<tr>
<td>Full</td>
<td>0.00530</td>
<td>0.06339</td>
<td>0.89599</td>
<td>0.14604</td>
<td>1.99333</td>
<td>0.00446</td>
</tr>
</tbody>
</table>

in Figures 3 and 4.

**S6.4 Setting 3: Different $c_k \cdot n_k$, Different $c_k$, Equal $n_k$**

We now choose: $(c_1, n_1) = (10, 20)$, $(c_2, n_2) = (20, 20)$, $(c_3, n_3) = (50, 20)$, and $(c_4, n_4) = (100, 20)$. Table 3 summarizes the results. Graphs can be found in Figures 5 and 6.
S6.5 Optimal, Approximate Optimal, and Iterated Optimal Weights

Optimal weights were discussed in Section 6.1.1. When we plug the MLE’s into the optimal weights, the result of using these weights is the MLE’s itself. Of course, this is a circular reasoning, which is why one needs to resort to, for example, the approximate or iterated optimal weights derived in Sec-

---

Figure 1: First simulation study. Setting 1. Split-specific results.
Figure 2: First simulation study. Setting 1. Combining the results from the four splits, using equal, proportional, and size proportional weights. This is compared with full maximum likelihood.

For both of these, using Settings 1–3, we conducted simulations. They are reported in Figures 7–9.

It is noteworthy that the behavior of the iterated optimal weights depends on $c_k$ and $n_k$. First, they often but not always converge in a single
iteration; the maximum number of iterations observed in our simulations being 6. Second, the iterated optimal weights converge to size optimal weights for $\sigma^2$ and to proportional weights for $d$.

Taken together, it follows that both approximately optimal and iterated
optimal weights provide excellent results. The specific attraction of the approximate optimal weights is that they obviate the need for iteration, which is a factor of stability and speed.
S7. DETAILS ABOUT THE SECOND SIMULATION STUDY

The aim of this study is to compare the proposed method to two alternatives:

1. full maximum likelihood;
2. the proposed sample-splitting method, allowing for closed forms;
3. using multiple imputation (MI) first, to render the clusters of equal sizes, and then apply closed-form solutions to the augmented balanced data, together with the combination rules.

### S7.1 Simulation Plan

In order to study the effect of cluster sizes \( n_k \) and number of clusters of each size \( c_k \), 5 different configurations are considered:

#### Table 3: First simulation study. Setting 3. Average of split-specific and combined (weighted) parameters and their precision estimates.

<table>
<thead>
<tr>
<th></th>
<th>( \mu )</th>
<th>( \text{var}(\mu) )</th>
<th>( d )</th>
<th>( \text{var}(d) )</th>
<th>( \sigma^2 )</th>
<th>( \text{var}(\sigma^2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>split1</td>
<td>0.00343</td>
<td>0.00900</td>
<td>0.84739</td>
<td>0.05169</td>
<td>2.02445</td>
<td>0.00190</td>
</tr>
<tr>
<td>split2</td>
<td>0.02553</td>
<td>0.00304</td>
<td>1.00224</td>
<td>0.01754</td>
<td>2.01962</td>
<td>0.00047</td>
</tr>
<tr>
<td>split3</td>
<td>-0.00010</td>
<td>0.00045</td>
<td>0.95794</td>
<td>0.00212</td>
<td>1.99765</td>
<td>0.00007</td>
</tr>
<tr>
<td>split4</td>
<td>0.01151</td>
<td>0.00012</td>
<td>1.01226</td>
<td>0.00064</td>
<td>1.98944</td>
<td>0.00002</td>
</tr>
<tr>
<td>Equal</td>
<td>0.01009</td>
<td>0.01139</td>
<td>0.95496</td>
<td>0.02694</td>
<td>2.00779</td>
<td>0.00486</td>
</tr>
<tr>
<td>Prop</td>
<td>0.00939</td>
<td>0.00604</td>
<td>0.98690</td>
<td>0.01369</td>
<td>1.99702</td>
<td>0.00234</td>
</tr>
<tr>
<td>Size prop</td>
<td>0.00939</td>
<td>0.00604</td>
<td>0.98690</td>
<td>0.01369</td>
<td>1.99702</td>
<td>0.00234</td>
</tr>
<tr>
<td>Full</td>
<td>0.00939</td>
<td>0.00614</td>
<td>1.00487</td>
<td>0.01372</td>
<td>1.99702</td>
<td>0.00233</td>
</tr>
</tbody>
</table>
Figure 5: First simulation study. Setting 3. Split-specific results.

Config. 1. $c_k = (15, 25, 30, 20, 10), n_k = (8, 5, 3, 9, 15)$;

Config. 2. $c_k = (150, 250, 300, 200, 100), n_k = (8, 5, 3, 9, 15)$;

Config. 3. $c_k = (1500, 2500, 3000, 2000, 1000), n_k = (8, 5, 3, 9, 15)$;

Config. 4. $c_k = (15, 25, 30, 20, 10), n_k = (80, 50, 30, 90, 150)$;
Figure 6: First simulation study. Setting 3. Combining the results from the four splits, using equal, proportional, and size proportional weights. This is compared with full maximum likelihood.

Config. 5. \( c_k = (15, 25, 30, 20, 10), n_k = (800, 500, 300, 900, 1500). \)

Each configuration is repeated 100 times.

Each cluster is generated from a CS model with \( \mu_0 = 0, d_0 = 1, \) and \( \sigma_0^2 = 4. \)
Figure 7: First simulation study. Setting 1. (Size) proportional, approximate, and iterated optimal weights, as well as full maximum likelihood.

For estimating the parameters using the full unbalanced data, PROC MIXED in SAS (Version 9.4) is used with the covariance structure in the REPEATED statement set to type=cs.
The closed form solutions and their variances are implemented in R in three different ways. First, the formulas are implemented directly using ‘for’ loops. Following the ideas in Sikorska et al. (2013), it might be faster to replace ‘for’ loops with vectorized computation. For $\hat{\mu}_k$ it is straightforward-
ward, since one just needs to compute an arithmetic average. If $Z$ is a $n_k$ times $c_k$ matrix with its $i$th column defined as $Z_i^{(k)} = (Y_i^{(k)} - \mu_k 1_{n_k})$, then computing $\sum_{i=1}^{c_k} Z_i^{(k)' Z_i^{(k)}}$ is equivalent to replacing each element in matrix $Z$ by its square, and then sum over the sum of its columns. Furthermore,
S7. DETAILS ABOUT THE SECOND SIMULATION STUDY

$J_{nk} Z_i^{(k)}$ would simply compute the sum of columns in matrix $Z$. Therefore, $\sum_{i=1}^{c_k} Z_i^{(k)} J_{nk} Z_i^{(k)}$ is equivalent to post-multiplying $Z$ by the sum of its columns and then sum over this vector. In this way, within each split, the parameters can be estimated avoiding ‘for’ loops.

Second, it is also possible to find the estimates for all of the splits at once instead of computing them separately.

A third way consists of calculating all the estimates together and not split by split in a ‘for’ loop. This approach is possible via imposing balance through adding missing values in the matrix but, when multiplying and summing, ignoring the missing values. This is very easy in R.

We will compare computation time between these three approaches, for the five configurations.

Additionally, to combine the results from sample splitting, the same weights as used in the case study are considered here as well: equal, proportional, approximate scalar, scalar, and approximate optimal. In the case of the approximate optimal weights both simple and proper variances are calculated.

For the multiple imputation based approach, $M = 20$ imputations are considered and the conventional combination rules applied.
Note that the MI approach cannot be used with configurations 1, 4, and 5, because the number of available subjects in the observed dataset is less than the number of repeated measurements, leading to a singular covariance matrix. From the remaining configurations 2 and 3, we have chosen #2, which implies smaller numbers and hence is more challenging.

For each configuration we report three results: the estimated parameters, their standard errors, and the mean square error (MSE). Furthermore, we report computation time.

### S7.2 Simulation results

Table 4: Second simulation study. Mean, standard deviation (S.D.) and MSE for μ among 100 replications for each configuration using different combination weights comparing with full sample MLE.

<table>
<thead>
<tr>
<th>Config</th>
<th>Equal</th>
<th>Prop</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Approx. opt.</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-1.72277E-02</td>
<td>-1.51605E-02</td>
<td>-1.51605E-02</td>
<td>-1.21296E-02</td>
<td>-1.21296E-02</td>
<td>-1.56028E-02</td>
</tr>
<tr>
<td>1 S.D.</td>
<td>(1.32751E-01)</td>
<td>(1.28989E-01)</td>
<td>(1.28989E-01)</td>
<td>(1.32435E-01)</td>
<td>(1.32435E-01)</td>
<td>(1.29150E-01)</td>
</tr>
<tr>
<td>MSE</td>
<td>1.77434E-02</td>
<td>1.67015E-02</td>
<td>1.67015E-02</td>
<td>1.75108E-02</td>
<td>1.75108E-02</td>
<td>1.6764E-02</td>
</tr>
<tr>
<td>2 S.D.</td>
<td>(3.95534E-02)</td>
<td>(3.95534E-02)</td>
<td>(3.95534E-02)</td>
<td>(3.84321E-02)</td>
<td>(3.84321E-02)</td>
<td>(3.83996E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>1.53405E-03</td>
<td>1.54930E-03</td>
<td>1.54930E-03</td>
<td>1.46389E-03</td>
<td>1.46389E-03</td>
<td>1.46036E-03</td>
</tr>
<tr>
<td>Mean</td>
<td>-8.30934E-04</td>
<td>-1.25609E-03</td>
<td>-1.25609E-03</td>
<td>-1.26810E-03</td>
<td>-1.26810E-03</td>
<td>-1.3155E-03</td>
</tr>
<tr>
<td>3 S.D.</td>
<td>(1.44810E-02)</td>
<td>(1.47545E-02)</td>
<td>(1.47545E-02)</td>
<td>(1.41310E-02)</td>
<td>(1.41310E-02)</td>
<td>(1.41704E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>2.08370E-04</td>
<td>2.17095E-04</td>
<td>2.17095E-04</td>
<td>1.99289E-04</td>
<td>1.99289E-04</td>
<td>2.0517E-04</td>
</tr>
<tr>
<td>Mean</td>
<td>9.30928E-03</td>
<td>2.53713E-03</td>
<td>2.53713E-03</td>
<td>8.29367E-03</td>
<td>8.29367E-03</td>
<td>8.28096E-03</td>
</tr>
<tr>
<td>Mean</td>
<td>9.77532E-03</td>
<td>1.02173E-02</td>
<td>1.02173E-02</td>
<td>8.72381E-03</td>
<td>8.72381E-03</td>
<td>1.02422E-02</td>
</tr>
<tr>
<td>5 S.D.</td>
<td>(1.09767E-01)</td>
<td>(1.04876E-01)</td>
<td>(1.04876E-01)</td>
<td>(1.04982E-01)</td>
<td>(1.04982E-01)</td>
<td>(1.04974E-01)</td>
</tr>
<tr>
<td>MSE</td>
<td>1.20243E-02</td>
<td>1.09934E-02</td>
<td>1.09934E-02</td>
<td>1.09872E-02</td>
<td>1.09872E-02</td>
<td>1.09880E-02</td>
</tr>
</tbody>
</table>

Based on the simulation results, it appears that using equal weights is not recommended, while using proportional weights produces results com-
Figure 10: Second simulation study. Estimates for $\mu$ (first row) and its standard error (second row).
Figure 11: Second simulation study: Estimates for $d$ (first row) and standard errors (second row).
S7. DETAILS ABOUT THE SECOND SIMULATION STUDY

Figure 12: Second simulation study. Estimates for $\sigma^2$ (first row) and standard errors (second row).
Table 5: Second simulation study. Mean and standard deviation (S.D.) for standard errors of \( \mu \) estimates in 100 replications for each configuration using different combination weights comparing with full sample MLE.

<table>
<thead>
<tr>
<th>Config</th>
<th>Mean</th>
<th>Equal Prop</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Simple opt.</th>
<th>Proper opt.</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean</td>
<td>1.29844E-01</td>
<td>1.29733E-01</td>
<td>1.29733E-01</td>
<td>1.20593E-01</td>
<td>1.20593E-01</td>
<td>1.41085E-01</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>(1.18175E-02)</td>
<td>(1.07496E-02)</td>
<td>(1.07496E-02)</td>
<td>(1.09122E-02)</td>
<td>(1.09122E-02)</td>
<td>(2.25155E-02)</td>
</tr>
<tr>
<td>2</td>
<td>Mean</td>
<td>4.23655E-02</td>
<td>4.23056E-02</td>
<td>4.23056E-02</td>
<td>4.11657E-02</td>
<td>4.11657E-02</td>
<td>4.12635E-02</td>
</tr>
<tr>
<td>3</td>
<td>Mean</td>
<td>1.34008E-02</td>
<td>1.33822E-02</td>
<td>1.33822E-02</td>
<td>1.30725E-02</td>
<td>1.30725E-02</td>
<td>1.30728E-02</td>
</tr>
<tr>
<td>4</td>
<td>Mean</td>
<td>1.06373E-01</td>
<td>1.01232E-01</td>
<td>1.01232E-01</td>
<td>9.60807E-02</td>
<td>9.60807E-02</td>
<td>3.30358E-01</td>
</tr>
</tbody>
</table>

parable with ML. Of course, in case of \( \sigma^2 \) the approximate scalar weights work better comparing with ML. An interesting outcome of the simulation is that by keeping the number of clusters of different sizes constant, but allowing the cluster sizes to increase, improves estimation of \( \sigma^2 \), while increasing the number of clusters and keeping their sizes constant improves the estimation of \( d \). This is not surprising, because \( d \) is the between-cluster variability, which is easier to estimate from a larger number of clusters. This should be seen against the background of relatively small differences anyway.

The results based on MI are not comparable with sample-splitting results. In particular, the variance component \( d \) is underestimated using MI, while \( \sigma^2 \) is overestimated. The larger standard errors in this case suggest that the sample-splitting methods use information more efficiently.

Comparing computation times, the closed-form approaches are the clear
Table 6: Second simulation study. Mean, standard deviation (S.D.) and MSE for \( d \) estimates in 100 replications for each configuration using different combination weights comparing with full sample MLE.

<table>
<thead>
<tr>
<th>Config.</th>
<th>Equal Prop Approx. sc. Scalar Approx. opt ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>S.D.</td>
<td>(2.66885E-01) (2.99736E-01) (2.99736E-01) (2.70556E-01) (2.79060E-01) (2.55874E-01)</td>
</tr>
<tr>
<td>MSE</td>
<td>7.86910E-02 9.87862E-02 9.87862E-02 1.85840E-01 1.85840E-01 4.99756E-02</td>
</tr>
<tr>
<td>MSE</td>
<td>5.45153E-03 6.79570E-03 6.79570E-03 6.01854E-03 6.01854E-03 5.19069E-03</td>
</tr>
<tr>
<td>Mean</td>
<td>1.00000E+00 9.99962E-01 9.99962E-01 9.73212E-01 9.73212E-01 1.00000E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(7.61046E-02) (8.24840E-02) (8.24840E-02) (7.24816E-02) (7.24816E-02) (7.04635E-02)</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.53414E-01) (1.48216E-01) (1.48216E-01) (1.51865E-01) (1.51865E-01) (1.49451E-01)</td>
</tr>
<tr>
<td>MSE</td>
<td>2.6697E-02 2.41734E-02 2.41734E-02 2.41734E-02 2.41734E-02 2.41734E-02</td>
</tr>
<tr>
<td>Mean</td>
<td>9.63459E-01 9.68182E-01 9.68182E-01 8.21266E-01 8.21266E-01 1.09058E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.73767E-01) (1.63471E-01) (1.63471E-01) (1.72162E-01) (1.72162E-01) (1.69235E-01)</td>
</tr>
<tr>
<td>MSE</td>
<td>3.12283E-02 2.74677E-02 2.74677E-02 2.74677E-02 2.74677E-02 2.74677E-02</td>
</tr>
</tbody>
</table>

winners, further enhanced by smaller standard errors. Furthermore, it follows that computing the estimates in a semi-parallel fashion, thus avoiding ‘for’ loops within the splits but using them between splits, is most efficient. Unless the \( n_k \)’s are very large, computing all estimates at once is the most efficient. Of course, if the estimates for different splits can be done in parallel (without ‘for’ loops), this is more efficient than estimating them all at once.

S8 Analysis of the NTP Data Using R

First, this Appendix briefly describes the use of some building blocks in R for the analysis of the case study discussed in Section 8. The text file
Table 7: 
Second simulation study. Mean and standard deviation (S.D.) for standard errors of \( \hat{d} \) estimates in 100 replications for each configuration using different combination weights comparing with full sample MLE.

<table>
<thead>
<tr>
<th>Config</th>
<th>Equal Prop.</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Simple opt.</th>
<th>Proper opt.</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mean</td>
<td>5.30888E-01</td>
<td>6.76159E-01</td>
<td>4.83519E-01</td>
<td>1.95328E-01</td>
<td>4.66561E+00</td>
<td>2.36408E-01</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.00495E-01)</td>
<td>(1.66365E-01)</td>
<td>(1.10598E-01)</td>
<td>(4.01866E-02)</td>
<td>(1.40754E-00)</td>
<td>(3.93752E-02)</td>
</tr>
<tr>
<td>2 Mean</td>
<td>1.60365E-01</td>
<td>2.03126E-01</td>
<td>1.45284E-01</td>
<td>7.48056E-02</td>
<td>1.47955E+00</td>
<td>7.60798E-02</td>
</tr>
<tr>
<td>S.D.</td>
<td>(8.29444E-03)</td>
<td>(1.42616E-02)</td>
<td>(8.70034E-03)</td>
<td>(3.35411E-03)</td>
<td>(1.31587E-01)</td>
<td>(2.64838E-03)</td>
</tr>
<tr>
<td>3 Mean</td>
<td>5.02596E-02</td>
<td>6.34861E-02</td>
<td>4.56961E-02</td>
<td>2.39463E-02</td>
<td>4.67989E-01</td>
<td>2.39748E-02</td>
</tr>
<tr>
<td>4 Mean</td>
<td>1.62410E-01</td>
<td>1.59656E-01</td>
<td>1.34256E-01</td>
<td>1.24535E-01</td>
<td>2.35351E-01</td>
<td>1.54748E-01</td>
</tr>
<tr>
<td>S.D.</td>
<td>(2.83099E-02)</td>
<td>(2.05482E-02)</td>
<td>(2.31559E-02)</td>
<td>(3.00109E-02)</td>
<td>(2.31514E-02)</td>
<td>(2.11541E-02)</td>
</tr>
<tr>
<td>5 Mean</td>
<td>1.54122E-01</td>
<td>1.43313E-01</td>
<td>1.22117E-01</td>
<td>1.22024E-01</td>
<td>1.70886E-01</td>
<td>1.43764E-01</td>
</tr>
<tr>
<td>S.D.</td>
<td>(3.48725E-02)</td>
<td>(2.50372E-02)</td>
<td>(2.39972E-02)</td>
<td>(3.21061E-02)</td>
<td>(3.70951E-02)</td>
<td>(2.38992E-02)</td>
</tr>
</tbody>
</table>

containing these functions is available for download at [www.ibiostat.be](http://www.ibiostat.be).

- **splitmeth(idvector, yvector):** computes the size of each cluster, giving the identification vector and the responses. Afterwards it combines the clusters with the same size together in a block.

- **ckblock(idvector, yvector):** Identification vectors and outcomes isolated per cluster size in the previous function are used in this function seperately. For each block the cluster size, the size of the block, the mean, variance, correlation and the variance-covariance matrix are computed.

- **estimators(idvector, yvector):** computes all the estimators mentioned in this paper, given the identification vector and the outcomes. It uses the two functions above, **splitmeth** to split the data according to cluster size and **ckblock**to compute the estimators in each block.
### Table 8: Second simulation study. Mean, standard deviation (S.D.) and MSE for \( \sigma^2 \) estimates in 100 replications for each configuration using different combination weights comparing with full sample MLE.

<table>
<thead>
<tr>
<th>Config</th>
<th>Equal</th>
<th>Prop.</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Approx. opt.</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.98608E+00</td>
<td>3.99739E+00</td>
<td>3.95871E+00</td>
<td>3.98364E+00</td>
<td>3.87487E+00</td>
<td>3.98075E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(2.50882E-01)</td>
<td>(2.95821E-01)</td>
<td>(2.35138E-01)</td>
<td>(2.33650E-01)</td>
<td>(2.38167E-01)</td>
<td>(2.30477E-01)</td>
</tr>
<tr>
<td>MSE</td>
<td>6.25062E-02</td>
<td>8.66429E-02</td>
<td>5.49141E-02</td>
<td>5.43140E-02</td>
<td>7.18141E-02</td>
<td>5.29588E-02</td>
</tr>
<tr>
<td>Mean</td>
<td>4.01841E+00</td>
<td>4.00681E+00</td>
<td>4.00177E+00</td>
<td>4.00087E+00</td>
<td>3.99927E+00</td>
<td>4.00904E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(7.85190E-02)</td>
<td>(9.03849E-02)</td>
<td>(7.57443E-02)</td>
<td>(7.56486E-02)</td>
<td>(7.56477E-02)</td>
<td>(7.51739E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>6.10698E-03</td>
<td>8.16998E-03</td>
<td>5.66245E-03</td>
<td>5.65024E-03</td>
<td>5.67052E-03</td>
<td>5.59622E-03</td>
</tr>
<tr>
<td>Mean</td>
<td>4.05090E+00</td>
<td>4.00491E+00</td>
<td>4.00575E+00</td>
<td>4.00590E+00</td>
<td>4.00472E+00</td>
<td>4.00587E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(7.69655E-02)</td>
<td>(8.78962E-02)</td>
<td>(7.32088E-02)</td>
<td>(7.31202E-02)</td>
<td>(7.20589E-02)</td>
<td>(7.31297E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>6.06191E-04</td>
<td>8.13644E-04</td>
<td>5.84605E-04</td>
<td>5.90806E-04</td>
<td>5.81652E-04</td>
<td>5.89081E-04</td>
</tr>
<tr>
<td>Mean</td>
<td>4.01402E+00</td>
<td>4.01900E+00</td>
<td>4.01302E+00</td>
<td>4.01304E+00</td>
<td>4.01306E+00</td>
<td>4.01306E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(7.69655E-02)</td>
<td>(8.78962E-02)</td>
<td>(7.32088E-02)</td>
<td>(7.31202E-02)</td>
<td>(7.20589E-02)</td>
<td>(7.31297E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>6.06191E-04</td>
<td>8.13644E-04</td>
<td>5.84605E-04</td>
<td>5.90806E-04</td>
<td>5.81652E-04</td>
<td>5.89081E-04</td>
</tr>
<tr>
<td>Mean</td>
<td>4.00334E+00</td>
<td>4.00338E+00</td>
<td>4.00292E+00</td>
<td>4.00292E+00</td>
<td>4.00292E+00</td>
<td>4.00292E+00</td>
</tr>
<tr>
<td>MSE</td>
<td>6.06191E-04</td>
<td>8.13644E-04</td>
<td>5.84605E-04</td>
<td>5.90806E-04</td>
<td>5.81652E-04</td>
<td>5.89081E-04</td>
</tr>
</tbody>
</table>

The function gives the estimators of \( \mu \), \( \sigma^2 \) and \( d \) together with their precision.

Next, the R functions to compute CS sample splitting estimates and variances are described. Section S8.1 will describe the input of the functions, the output of each function will be described in Section S8.2. Each function is followed by an example as well. The functions themselves are presented in Section S8.3.

There are three functions provided to estimate CS parameters \((\mu, \sigma^2, d)\). The function **est.CS** estimates the CS parameters and their variances using vectorized (semi-parallel) calculations, i.e. the for loops are avoided for calculation within each split. The function **est.CS.for** implements the for-
Table 9: Second simulation study. Mean and standard deviation (S.D.) for standard errors of $\sigma^2$ estimates in 100 replications for each configuration using different combination weights comparing with full sample MLE.

<table>
<thead>
<tr>
<th>Config</th>
<th>Mean</th>
<th>Prop.</th>
<th>Equal</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Simple opt.</th>
<th>Proper opt.</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Mean</td>
<td>2.5379E-01</td>
<td>2.9524E-01</td>
<td>2.4092E-01</td>
<td>2.8669E-01</td>
<td>2.3895E-01</td>
<td>2.8853E+00</td>
<td>2.3580E-01</td>
<td>2.3498E-01</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.9892E-02)</td>
<td>(3.3131E-02)</td>
<td>(1.4335E-02)</td>
<td>(1.3964E-02)</td>
<td>(1.3881E-02)</td>
<td>(6.3955E+00)</td>
<td>(1.3409E-02)</td>
<td></td>
</tr>
<tr>
<td>2 Mean</td>
<td>7.9820E-02</td>
<td>9.2657E-02</td>
<td>7.5878E-02</td>
<td>7.5124E-02</td>
<td>7.4895E-02</td>
<td>8.8249E+00</td>
<td>7.4987E-02</td>
<td>7.4987E-02</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.4446E-03)</td>
<td>(3.9884E-03)</td>
<td>(1.4544E-03)</td>
<td>(1.4235E-03)</td>
<td>(1.4057E-03)</td>
<td>(6.9214E+00)</td>
<td>(1.3999E-03)</td>
<td></td>
</tr>
<tr>
<td>3 Mean</td>
<td>2.2202E-02</td>
<td>2.9283E-02</td>
<td>2.3068E-02</td>
<td>2.3857E-02</td>
<td>2.3740E-02</td>
<td>2.7859E+00</td>
<td>2.3744E-02</td>
<td>2.3744E-02</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.8570E-04)</td>
<td>(3.1286E-04)</td>
<td>(1.4258E-04)</td>
<td>(1.4060E-04)</td>
<td>(1.3987E-04)</td>
<td>(6.9038E+00)</td>
<td>(1.3578E-04)</td>
<td></td>
</tr>
<tr>
<td>4 Mean</td>
<td>7.2372E-02</td>
<td>8.0770E-02</td>
<td>7.0168E-02</td>
<td>7.0166E-02</td>
<td>7.0166E-02</td>
<td>7.2310E+00</td>
<td>7.0123E-02</td>
<td>7.0123E-02</td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.5438E-03)</td>
<td>(2.5256E-03)</td>
<td>(1.2871E-03)</td>
<td>(1.2836E-03)</td>
<td>(1.2624E-03)</td>
<td>(5.2874E+00)</td>
<td>(1.2776E-03)</td>
<td></td>
</tr>
<tr>
<td>S.D.</td>
<td>(1.5599E-04)</td>
<td>(2.2966E-04)</td>
<td>(1.3536E-04)</td>
<td>(1.3536E-04)</td>
<td>(1.3536E-04)</td>
<td>(5.5836E+00)</td>
<td>(1.3537E-04)</td>
<td></td>
</tr>
</tbody>
</table>

mulas in (4.5) directly using for loops. The function est.CS.all estimates the parameters for all of the splits simultaneously.

The function param.free.CS can be used to combine results from different sub-samples using parameter-free weights: Prop., Equal, and Appr.sc. The function scalar.weights.CS gives the same results but using scalar weights (approximated by sub-sample specific estimates). The function approx.optimal.CS combines the results of different sub-samples using approximated optimal weights, the proper variances for these estimates are also provided. Finally, the function clusterBYcluster.CS computes the cluster specific estimate of $(\mu, \sigma^2, d)$ using cluster-by-cluster approaches. Combining them by the desired rule using the three previous functions is straightforward.
S8. ANALYSIS OF THE NTP DATA USING R

Table 10: Second simulation study. Computation time (in seconds) using closed-form solutions with different implementation forms, compared to PROC MIXED.

<table>
<thead>
<tr>
<th>Config</th>
<th>Split by split</th>
<th>PROC MIXED</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without loops</td>
<td>using loops</td>
</tr>
<tr>
<td>1</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00520</td>
<td>0.00980</td>
</tr>
<tr>
<td></td>
<td>S.D. (0.00882)</td>
<td>(0.00943)</td>
</tr>
<tr>
<td>2</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.02150</td>
<td>0.07340</td>
</tr>
<tr>
<td></td>
<td>S.D. (0.01617)</td>
<td>(0.02060)</td>
</tr>
<tr>
<td>3</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.17980</td>
<td>0.73480</td>
</tr>
<tr>
<td></td>
<td>S.D. (0.02292)</td>
<td>(0.05835)</td>
</tr>
<tr>
<td>4</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00220</td>
<td>0.00610</td>
</tr>
<tr>
<td></td>
<td>S.D. (0.00579)</td>
<td>(0.01497)</td>
</tr>
<tr>
<td>5</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.04030</td>
<td>0.27490</td>
</tr>
<tr>
<td></td>
<td>S.D. (0.01521)</td>
<td>(0.01941)</td>
</tr>
</tbody>
</table>

Table 11: Second simulation study. Mean, standard deviation (S.D.) and MSE for CS parameter estimates in 100 replications for configuration 2 using different combination weights comparing with full sample MLE and MI-MLE.

<table>
<thead>
<tr>
<th>Equal</th>
<th>Prop.</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Approx. opt.</th>
<th>MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-5.0964E-03</td>
<td>-2.6206E-03</td>
<td>-2.8893E-03</td>
<td>-2.8893E-03</td>
<td>-8.0419E-03</td>
</tr>
<tr>
<td>MSE</td>
<td>2.1587E-03</td>
<td>2.4016E-03</td>
<td>2.4016E-03</td>
<td>2.1709E-03</td>
<td>3.6365E-03</td>
</tr>
<tr>
<td>S.D.</td>
<td>(7.3319E-02)</td>
<td>(7.4694E-02)</td>
<td>(7.4694E-02)</td>
<td>(7.5382E-02)</td>
<td>(7.5382E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>5.3455E-03</td>
<td>5.5463E-03</td>
<td>5.5463E-03</td>
<td>6.5795E-03</td>
<td>6.4230E-03</td>
</tr>
<tr>
<td>Mean</td>
<td>4.0078E+00</td>
<td>4.0071E+00</td>
<td>4.0071E+00</td>
<td>4.0054E+00</td>
<td>3.9940E+00</td>
</tr>
<tr>
<td>S.D.</td>
<td>(7.6500E-02)</td>
<td>(8.9888E-02)</td>
<td>(8.9888E-02)</td>
<td>(7.1344E-02)</td>
<td>(7.1344E-02)</td>
</tr>
<tr>
<td>MSE</td>
<td>5.8776E-03</td>
<td>8.0616E-03</td>
<td>5.1638E-03</td>
<td>5.0687E-03</td>
<td>5.1550E-03</td>
</tr>
</tbody>
</table>

S8.1 Input

Table 13 describes the input for the various functions.

S8.2 Output

The output of each function is a list (except for scalar.weights.CS) containing the calculated quantities. The functions est.CS and est.CS.for
Table 12: Second simulation study. Mean and standard deviation (S.D.) for the standard error of CS parameter estimates in 100 replications for configuration 2 using different combination weights comparing with full sample MLE and MI-MLE.

<table>
<thead>
<tr>
<th></th>
<th>Equal</th>
<th>Prop.</th>
<th>Approx. sc.</th>
<th>Scalar</th>
<th>Simple opt.</th>
<th>Proper opt.</th>
<th>MI</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>Mean</td>
<td>4.24162E-02</td>
<td>4.22768E-02</td>
<td>4.11356E-02</td>
<td>4.11356E-02</td>
<td>4.11356E-02</td>
<td>4.95431E-02</td>
<td>4.14004E-02</td>
</tr>
<tr>
<td>d</td>
<td>Mean</td>
<td>1.60545E-01</td>
<td>2.02922E-01</td>
<td>2.02922E-01</td>
<td>1.45623E-01</td>
<td>1.45623E-01</td>
<td>1.48655E-00</td>
<td>7.54391E-02</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>(8.88524E-03)</td>
<td>(1.47416E-02)</td>
<td>(1.47416E-02)</td>
<td>(9.84170E-03)</td>
<td>(9.84170E-03)</td>
<td>(1.29914E+00)</td>
<td>(3.3804E-03)</td>
</tr>
<tr>
<td>σ²</td>
<td>Mean</td>
<td>7.99432E-02</td>
<td>7.58208E-02</td>
<td>7.54139E-02</td>
<td>7.49171E-02</td>
<td>7.49171E-02</td>
<td>8.86450E+00</td>
<td>7.53777E-02</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>(1.87358E-03)</td>
<td>(3.14842E-03)</td>
<td>(1.39531E-03)</td>
<td>(1.34244E-03)</td>
<td>(1.34244E-03)</td>
<td>(6.56714E-01)</td>
<td>(1.42688E-03)</td>
</tr>
</tbody>
</table>

compute the parameters estimates with their variances within each split.

Table 14 presents the output for these two functions. An example of using them is given in Example 1. For estimating the parameters for all of the splits simultaneously, function `est.CS.all` can be used. The output description of this function can be found in Table 15. An example of using it is presented in Example 2. One may denote that the input dataset for using this function should make all clusters of equal size using missing values NaN. The function `param.free.CS` computes the three parameter free combining rules: Prop., Equal, and Appr.sc., Table 16 presents the output of this function, an example of using it is given in Example 3. For computing the scalar weights one may use the function `scalar.weights.CS`. The output of this function are described in Table 17 and Example 4 shows how to use it in practice. Function `approx.optimal.CS` computes the approximate optimal weights together with their proper variances. Table 18 gives the output of this function and Example 5 will show the use of this
function. Finally, for cluster-by-cluster analyses, the three methods discussed (weighted, two stage, unbiased two stage) are implemented in the function `clusterBYcluster.CS`. One may find descriptions of the output of this function together with an example of using it in Table 19 and Example 6, respectively.
Table 13: Function input.

<table>
<thead>
<tr>
<th>Input</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>an integer indicating the common cluster size within each split</td>
</tr>
<tr>
<td>C</td>
<td>an integer indicating the number of clusters within each split</td>
</tr>
<tr>
<td>Y</td>
<td>a vector containing the response values corresponding to each split</td>
</tr>
<tr>
<td>data</td>
<td>a 2-column matrix with response variable as its first column and splits indicator as its second column. All clusters should be of equal size by placing NaN to make smaller clusters the same size as the largest one.</td>
</tr>
<tr>
<td>nk</td>
<td>a vector containing the cluster sizes</td>
</tr>
<tr>
<td>ck</td>
<td>a vector containing the number of clusters of size $n_k$</td>
</tr>
<tr>
<td>mu.split.est</td>
<td>a vector containing the $\hat{\mu}$’s from all sub-samples.</td>
</tr>
<tr>
<td>sigma2.split.est</td>
<td>a vector containing the $\hat{\sigma}^2$’s from all sub-samples.</td>
</tr>
<tr>
<td>d.split.est</td>
<td>a vector containing the $\hat{d}$’s from all sub-samples.</td>
</tr>
<tr>
<td>mu.split.var</td>
<td>a vector containing the Var($\hat{\mu}$)’s from all sub-samples.</td>
</tr>
<tr>
<td>sigma2.split.var</td>
<td>a vector containing the Var($\hat{\sigma}^2$)’s from all sub-samples.</td>
</tr>
<tr>
<td>d.split.var</td>
<td>a vector containing the Var($\hat{d}$)’s from all sub-samples.</td>
</tr>
<tr>
<td>Data</td>
<td>(only applicable in function clusterBYcluster.CS)</td>
</tr>
<tr>
<td></td>
<td>a 3-column matrix with first column the subject, second column the response variable, and third column the split indexes, which show which observation belongs to which sub-sample.</td>
</tr>
</tbody>
</table>

Example 1.

```r
> est.CS(n,C,Y)

$mu.hat

[1] -0.02008066

$d.hat

[1] 1.05208
```
Table 14: Function output: est.CS and est.CS.for

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu.hat</td>
<td>a scalar presenting $\hat{\mu}$.</td>
</tr>
<tr>
<td>d.hat</td>
<td>a scalar presenting $\hat{d}$.</td>
</tr>
<tr>
<td>sigma2.hat</td>
<td>a scalar presenting $\hat{\sigma^2}$.</td>
</tr>
<tr>
<td>var.mu.hat</td>
<td>a scalar presenting variance of $\hat{\mu}$.</td>
</tr>
<tr>
<td>cov.varcomp</td>
<td>a matrix presenting covariance matrix of $({\hat{\sigma^2}}, \hat{d})$.</td>
</tr>
</tbody>
</table>

\[sigma2.hat\]

[1] 3.893208

\[var.mu.hat\]

[1] 0.01025821

\[cov.varcomp\]

[,1] [,2]
[1,] 0.028870611 -0.003608826
[2,] -0.003608826 0.032020343

Example 2.

> est.CS.all(data2, ck, nk)

\[mu.hat\]
### Table 15: Function output: est.CS.all

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu.hat</td>
<td>a vector presenting $\hat{\mu}$ for each split.</td>
</tr>
<tr>
<td>d.hat</td>
<td>a vector presenting $\hat{d}$ for each split.</td>
</tr>
<tr>
<td>sigma2.hat</td>
<td>a vector presenting $\hat{\sigma^2}$ for each split.</td>
</tr>
<tr>
<td>var.mu.hat</td>
<td>a vector presenting variance of $\hat{\mu}$ for each split.</td>
</tr>
<tr>
<td>var.d.hat</td>
<td>a vector presenting variance of $\hat{d}$ for each split.</td>
</tr>
<tr>
<td>var.sigma2.hat</td>
<td>a vector presenting variance of $\hat{\sigma^2}$ for each split.</td>
</tr>
<tr>
<td>cov.d.sigma2.hat</td>
<td>a vector presenting covariance of ($\hat{\sigma^2}, \hat{d}$) for each split.</td>
</tr>
</tbody>
</table>

**,1**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.017154093</td>
</tr>
<tr>
<td>2</td>
<td>0.043479563</td>
</tr>
<tr>
<td>3</td>
<td>-0.156958273</td>
</tr>
<tr>
<td>4</td>
<td>-0.031153966</td>
</tr>
<tr>
<td>5</td>
<td>-0.007420771</td>
</tr>
</tbody>
</table>

\$sigma2.hat$

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.893208 4.085951 3.901042 4.015487 3.900566</td>
</tr>
</tbody>
</table>

\$d.hat$

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0506935 1.0162879 0.7930084 0.8279435 0.9344471</td>
</tr>
</tbody>
</table>

\$var.mu.hat$
Table 16: Function output: `param.free.CS`

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>a matrix with columns $\hat{\mu}$ and $\text{Var}(\hat{\mu})$ for Equal, Proper, and Appr.sc. weights, rows 1–3, respectively.</td>
</tr>
<tr>
<td>sigma2</td>
<td>a matrix with columns $\hat{\sigma}^2$ and $\text{Var}(\hat{\sigma}^2)$ for Equal, Proper, and Appr.sc. weights, rows 1–3, respectively.</td>
</tr>
<tr>
<td>d</td>
<td>a matrix with columns $\hat{d}$ and $\text{Var}(\hat{d})$ for Equal, Proper, and Appr.sc. weights, rows 1–3, respectively.</td>
</tr>
</tbody>
</table>

\[1\] 0.010248964 0.007333913 0.006977852 0.006370544 0.011944848

$\text{var.}\hat{d}$

\[1\] 0.03196348 0.02822874 0.03485060 0.01648236 0.02863248

$\text{var.}\hat{\sigma}^2$

\[1\] 0.02887061 0.03339000 0.05072710 0.02015517 0.02173487

$\text{cov.}\hat{d}\hat{\sigma}^2$

\[1\] -0.003608826 -0.006678000 -0.016909033 -0.002239464 -0.001448992

Example 3.

> `param.free.CS (nk,ck,mu.split.est,sigma2.split.est,`
d.split.est,mu.split.var,sigma2.split.var,
d.split.var)

$\mu$

<table>
<thead>
<tr>
<th></th>
<th>Est</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>0.8486860</td>
<td>0.0001863644</td>
</tr>
<tr>
<td>Prop</td>
<td>0.8350032</td>
<td>0.0001755510</td>
</tr>
<tr>
<td>Appr.sc.</td>
<td>0.8350032</td>
<td>0.0001755510</td>
</tr>
</tbody>
</table>

$\sigma^2$

<table>
<thead>
<tr>
<th></th>
<th>Est</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>0.008473228</td>
<td>2.368028e-07</td>
</tr>
<tr>
<td>Prop</td>
<td>0.008471484</td>
<td>1.973433e-07</td>
</tr>
<tr>
<td>Appr.sc.</td>
<td>0.008327288</td>
<td>1.725952e-07</td>
</tr>
</tbody>
</table>

$d$

<table>
<thead>
<tr>
<th></th>
<th>Est</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>0.01443741</td>
<td>5.351632e-06</td>
</tr>
<tr>
<td>Prop</td>
<td>0.01538224</td>
<td>5.861071e-06</td>
</tr>
<tr>
<td>Appr.sc.</td>
<td>0.01538224</td>
<td>5.861071e-06</td>
</tr>
</tbody>
</table>
Table 17: Function output: `scalar.weights.CS`

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>scalar.weights.CS</td>
<td>a matrix with columns $\tilde{\mu}$ and $\text{Var}(\tilde{\mu})$ for scalar weights.</td>
</tr>
</tbody>
</table>

Table 18: Function output: `approx.optimal.CS`

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu.est</td>
<td>$\tilde{\mu}$ obtained by approximate optimal weights</td>
</tr>
<tr>
<td>varcomp.est</td>
<td>$(\tilde{\sigma}^2, \tilde{d})$ obtained by approximated optimal weights</td>
</tr>
<tr>
<td>mu.var</td>
<td>$\text{Var}(\tilde{\mu})$ obtained by approximate optimal weights</td>
</tr>
<tr>
<td>varcomp.var</td>
<td>covariance matrix of $(\tilde{\sigma}^2, \tilde{d})$ obtained by approximated optimal weights</td>
</tr>
<tr>
<td>proper.var.mu</td>
<td>$\text{Var}_{\text{proper}}(\tilde{\mu})$ obtained by approximate optimal weights</td>
</tr>
<tr>
<td>proper.var.varcomp</td>
<td>proper covariance matrix of $(\tilde{\sigma}^2, \tilde{d})$ obtained by approximate optimal weights</td>
</tr>
</tbody>
</table>

Example 4.

```
scalar.weights.CS (nk,ck,mu.split.est,sigma2.split.est,
                   d.split.est,mu.split.var,sigma2.split.var, 
                   d.split.var)
```

<table>
<thead>
<tr>
<th>Est.</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu</td>
<td>0.841588794 1.700247e-04</td>
</tr>
<tr>
<td>sigma2</td>
<td>0.008313578 1.716135e-07</td>
</tr>
<tr>
<td>d</td>
<td>0.013715408 4.986101e-06</td>
</tr>
</tbody>
</table>

Example 5.
approx.optimal.CS (nk,ck,sigma2.split.est,d.split.est, 
    sigma2.split.var,d.split.var)

$mu.est
[1] 0.8415888

$varcomp.est
[1] 0.006059707 0.014069710

$mu.var
[1] 0.0001771469

$varcomp.var

    [,1]       [,2]
[1,] 7.503554e-08 -1.089792e-08
[2,] -1.089792e-08  5.144086e-06

$proper.var.mu
[1] 0.0001771471

$proper.var.varcomp
Table 19: Function output: clusterBYcluster.CS

<table>
<thead>
<tr>
<th>Output</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>mu.split.est</td>
<td>a vector containing cluster-by-cluster estimated $\mu$ for each cluster</td>
</tr>
<tr>
<td>mu.split.var</td>
<td>a matrix with rows the variances of estimated $\mu$ for each cluster and with columns indicating the three methods: weighted, two-stage, and unbiased two-stage</td>
</tr>
<tr>
<td>sigma2.split.est</td>
<td>a matrix with rows the estimated $\sigma^2$ for each cluster and columns indicating the three methods: weighted ($\hat{\sigma}^2$), two-stage ($s^2$) and unbiased two-stage ($s_2^2$)</td>
</tr>
<tr>
<td>sigma2.split.var</td>
<td>a matrix with rows the variances of estimated $\sigma^2$ for each cluster and its columns indicate the three methods: weighted ($\hat{\sigma}^2$), two stage ($s^2$) and unbiased two stage ($s_2^2$)</td>
</tr>
<tr>
<td>d.split.est</td>
<td>a matrix with rows the estimated $d^2$ for each cluster and columns indicating the three methods: weighted ($\hat{\sigma}^2$), two-stage ($t^2$), and unbiased two-stage ($t_2^2$)</td>
</tr>
<tr>
<td>d.split.var</td>
<td>a matrix with rows the variances of estimated $d^2$ for each cluster and columns indicating the three methods: weighted ($\hat{\sigma}^2$), two-stage ($t^2$) and unbiased two-stage ($t_2^2$)</td>
</tr>
<tr>
<td>Var.varcomp</td>
<td>a list containing matrices as its elements. The matrices are the full covariance matrices for ($\hat{\sigma}^2$, $\hat{d}$) from a weighted cluster-by-cluster analysis</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix}
[1,] & 8.045528e-06 & -9.606275e-06 \\
[2,] & -9.606275e-06 & 2.111345e-05 \\
\end{bmatrix}
\]

One may note that once the cluster-specific estimates have been obtained using any of the cluster-by-cluster approaches, one can easily combine them with the desired rule using the available functions. The output
are organized in accordance with the input of other functions, so they can
be directly plugged in.

**Example 6.**

```r
> clusterBYcluster.CS(nk,ck,Data)

$mu.split.est

[1] 0.8058733 0.8500635 0.8350303 0.8645111 0.9579167 0.7938929 0.8111373 0.8538187

$mu.split.var

       Weighted TwoStage TwoStageUnbiased
[1,] 0.001307539 0.001376916 0.001478020
[2,] 0.001650106 0.001810324 0.002043291
[3,] 0.001334065 0.001390168 0.001517057
[4,] 0.001092201 0.001189274 0.001332732
[5,] 0.003312091 0.003506955 0.005190838
[6,] 0.003285979 0.003373701 0.003849875
[7,] 0.001098199 0.001127220 0.001198495
[8,] 0.001034920 0.001055199 0.001136498

$sigma2.split.est
```
## S8. ANALYSIS OF THE NTP DATA USING R

### Weighted TwoStage TwoStageUnbiased

<table>
<thead>
<tr>
<th></th>
<th>Weighted</th>
<th>TwoStage</th>
<th>TwoStageUnbiased</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.011562832</td>
<td>0.010406549</td>
<td>0.011562832</td>
</tr>
<tr>
<td>2</td>
<td>0.011776069</td>
<td>0.010093773</td>
<td>0.011776069</td>
</tr>
<tr>
<td>3</td>
<td>0.008146211</td>
<td>0.007405646</td>
<td>0.008146211</td>
</tr>
<tr>
<td>4</td>
<td>0.014040871</td>
<td>0.013104813</td>
<td>0.014040871</td>
</tr>
<tr>
<td>5</td>
<td>0.005344821</td>
<td>0.004676719</td>
<td>0.005344821</td>
</tr>
<tr>
<td>6</td>
<td>0.010580691</td>
<td>0.009824927</td>
<td>0.010580691</td>
</tr>
<tr>
<td>7</td>
<td>0.006458361</td>
<td>0.005920164</td>
<td>0.006458361</td>
</tr>
<tr>
<td>8</td>
<td>0.003998299</td>
<td>0.003690738</td>
<td>0.003998299</td>
</tr>
</tbody>
</table>

### $\sigma_2.split.var$

<table>
<thead>
<tr>
<th></th>
<th>Weighted</th>
<th>TwoStage</th>
<th>TwoStageUnbiased</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.980727e-06</td>
<td>1.299555e-06</td>
<td>1.980727e-06</td>
</tr>
<tr>
<td>2</td>
<td>5.136141e-06</td>
<td>2.772361e-06</td>
<td>5.136141e-06</td>
</tr>
<tr>
<td>3</td>
<td>1.106012e-06</td>
<td>7.554214e-07</td>
<td>1.106012e-06</td>
</tr>
<tr>
<td>4</td>
<td>3.129302e-06</td>
<td>2.374623e-06</td>
<td>3.129302e-06</td>
</tr>
<tr>
<td>5</td>
<td>2.720678e-06</td>
<td>1.594811e-06</td>
<td>2.720678e-06</td>
</tr>
<tr>
<td>6</td>
<td>2.152904e-06</td>
<td>1.600612e-06</td>
<td>2.152904e-06</td>
</tr>
<tr>
<td>7</td>
<td>4.461008e-07</td>
<td>3.149770e-07</td>
<td>4.461008e-07</td>
</tr>
<tr>
<td>8</td>
<td>1.903143e-07</td>
<td>1.381729e-07</td>
<td>1.903143e-07</td>
</tr>
</tbody>
</table>
$d.split.est$

<table>
<thead>
<tr>
<th></th>
<th>Weighted</th>
<th>TwoStage</th>
<th>TwoStageUnbiased</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>0.018456799</td>
<td>0.019613082</td>
<td>0.02101402</td>
</tr>
<tr>
<td>[2,]</td>
<td>0.013168657</td>
<td>0.014850953</td>
<td>0.01670732</td>
</tr>
<tr>
<td>[3,]</td>
<td>0.015268213</td>
<td>0.016008777</td>
<td>0.01746412</td>
</tr>
<tr>
<td>[4,]</td>
<td>0.008893749</td>
<td>0.009829807</td>
<td>0.01105853</td>
</tr>
<tr>
<td>[5,]</td>
<td>0.009268172</td>
<td>0.009936274</td>
<td>0.01490441</td>
</tr>
<tr>
<td>[6,]</td>
<td>0.025532065</td>
<td>0.026287829</td>
<td>0.03004323</td>
</tr>
<tr>
<td>[7,]</td>
<td>0.018131189</td>
<td>0.018669386</td>
<td>0.01983622</td>
</tr>
<tr>
<td>[8,]</td>
<td>0.014181322</td>
<td>0.014488883</td>
<td>0.01560341</td>
</tr>
</tbody>
</table>

$d.split.var$

<table>
<thead>
<tr>
<th></th>
<th>Weighted</th>
<th>TwoStage</th>
<th>TwoStageUnbiased</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>5.130954e-05</td>
<td>0.007715211</td>
<td>6.553629e-05</td>
</tr>
<tr>
<td>[2,]</td>
<td>4.911611e-05</td>
<td>0.008261736</td>
<td>7.515067e-05</td>
</tr>
<tr>
<td>[3,]</td>
<td>4.272263e-05</td>
<td>0.005140078</td>
<td>5.523509e-05</td>
</tr>
<tr>
<td>[4,]</td>
<td>2.148616e-05</td>
<td>0.003950645</td>
<td>3.197116e-05</td>
</tr>
<tr>
<td>[5,]</td>
<td>6.586221e-05</td>
<td>0.002231365</td>
<td>1.616688e-04</td>
</tr>
<tr>
<td>[6,]</td>
<td>1.727735e-04</td>
<td>0.006083359</td>
<td>2.371446e-04</td>
</tr>
</tbody>
</table>
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- **[7,]** 4.100850e-05 0.005122242 4.883729e-05
- **[8,]** 2.999080e-05 0.003263327 3.616558e-05

```r
$Var.varcomp

$Var.varcomp[[1]]

[,] [,1] [,2]
[1,] 1.980727e-06 -1.980727e-07
[2,] -1.980727e-07 5.130954e-05

$Var.varcomp[[2]]

[,] [,1] [,2]
[1,] 5.136141e-06 -7.337344e-07
[2,] -7.337344e-07 4.911611e-05

$Var.varcomp[[3]]

[,] [,1] [,2]
[1,] 1.106012e-06 -1.005466e-07
[2,] -1.005466e-07 4.272263e-05

$Var.varcomp[[4]]
```
<table>
<thead>
<tr>
<th></th>
<th>[,1]</th>
<th>[,2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>3.129302e-06</td>
<td>-2.086202e-07</td>
</tr>
<tr>
<td>[2,]</td>
<td>-2.086202e-07</td>
<td>2.148616e-05</td>
</tr>
</tbody>
</table>

$Var.varcomp[[5]]$

<table>
<thead>
<tr>
<th></th>
<th>[,1]</th>
<th>[,2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>2.720678e-06</td>
<td>-3.400847e-07</td>
</tr>
<tr>
<td>[2,]</td>
<td>-3.400847e-07</td>
<td>6.586221e-05</td>
</tr>
</tbody>
</table>

$Var.varcomp[[6]]$

<table>
<thead>
<tr>
<th></th>
<th>[,1]</th>
<th>[,2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>2.152904e-06</td>
<td>-1.537789e-07</td>
</tr>
<tr>
<td>[2,]</td>
<td>-1.537789e-07</td>
<td>1.727735e-04</td>
</tr>
</tbody>
</table>

$Var.varcomp[[7]]$

<table>
<thead>
<tr>
<th></th>
<th>[,1]</th>
<th>[,2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1,]</td>
<td>4.461008e-07</td>
<td>-3.717507e-08</td>
</tr>
<tr>
<td>[2,]</td>
<td>-3.717507e-08</td>
<td>4.100850e-05</td>
</tr>
</tbody>
</table>

$Var.varcomp[[8]]$
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[,1]        [,2]
[1,]  1.903143e-07  -1.463956e-08
[2,] -1.463956e-08   2.999080e-05

S8.3 R Functions

Here are the R functions.

est.CS <- function(n,C,Y){
y.matrix=matrix(Y,n,C)
mu.hat=mean(Y)
Z=Y-mu.hat
Z.matrix=matrix(Z,n,C)
J=matrix(1,n,n)
tmp1=sum(apply(Z.matrix^2,2,sum))
tmp2=apply(Z.matrix%*%matrix(apply(Z.matrix,2,sum),C,1),2,sum)
tmp3=1/((C*n)*(n-1))
sigma2.hat=tmp3*((n*sum(tmp1))-sum(tmp2))
d.hat=tmp3*(sum(tmp2)-sum(tmp1))
var.mu.hat=(sigma2.hat+(n*d.hat))/(C*n)
cov.varcomp=(2*(sigma2.hat^2)/((C*n)*(n-1)))*matrix( 
  c(n,-1,-1,(((sigma2.hat^2) + ((2*(n-1))*(d.hat*sigma2.hat)) + 
  ((n*(n-1))*(d.hat^2)))/(sigma2.hat^2))),2,2)

return(list(mu.hat=mu.hat,d.hat=d.hat,sigma2.hat=sigma2.hat 
  ,var.mu.hat=var.mu.hat,cov.varcomp=cov.varcomp))
}

est.CS.for <- function(n,C,Y){
  y.matrix=matrix(Y,n,C)
  mu.hat=mean(Y)
  Z=Y-mu.hat
  Z.matrix=matrix(Z,n,C)
  tmp2=rep(0,C)
  tmp1=rep(0,C)
  J=matrix(1,n,n)
  for (i in 1:C){
    tmp1[i]=t(Z.matrix[,i])%*% Z.matrix[,i]
    tmp2[i]= (t(Z.matrix[,i])%*%J)%*%Z.matrix[,i]
  }
  tmp3=1/((C*n)*(n-1))
sigma2.hat = tmp3*((n*sum(tmp1))-sum(tmp2))

d.hat = tmp3*(sum(tmp2)-sum(tmp1))

var.mu.hat = (sigma2.hat+(n*d.hat))/(C*n)

cov.varcomp = (2*(sigma2.hat^2)/((C*n)*(n-1)))*matrix(
  c(n,-1,-1,(((sigma2.hat^2) + ((2*(n-1))*(d.hat*sigma2.hat)) + 
  ((n*(n-1))*(d.hat^2)))/(sigma2.hat^2))),2,2)

return(list(mu.hat=mu.hat,d.hat=d.hat,sigma2.hat=sigma2.hat,
          var.mu.hat=var.mu.hat,cov.varcomp=cov.varcomp))

est.CS.all <- function(data,ck,nk){

  Y.mat = matrix(data[,1],max(nk),dim(data)[1]/max(nk))
  split.idx.sub = matrix(data[,2],max(nk),dim(data)[1]/max(nk))[1,]
  split.matrix = matrix(0,length(ck),sum(ck))
  for (i in 1:length(ck)){
    split.matrix[i,split.idx.sub==i]=1
  }
  subj.mean = apply(Y.mat,2,sum,na.rm=T)
  split.mu.hat = (split.matrix%%subj.mean)/(ck*nk)

subj.mu.hat = t(split.matrix) %*% split.mu.hat

mean.mat = matrix(rep(c(subj.mu.hat), max(nk), max(nk)),
length(subj.mean), byrow=T)

Z.mat = (Y.mat - mean.mat)

tmp1.1 = matrix(rep(apply(Z.mat^2, 2, sum, na.rm=T), length(ck)),
length(ck), sum(ck), byrow=T)

tmp1 = apply(split.matrix * tmp1.1, 1, sum)

tmp2.1 = matrix(rep(apply(Z.mat, 2, sum, na.rm=T), length(ck)),
length(ck), sum(ck), byrow=T)

tmp2.2 = split.matrix * tmp2.1

Z.mat.zero = Z.mat

Z.mat.zero[is.na(Z.mat) == TRUE] = 0

tmp2 = apply(Z.mat.zero %*% t(tmp2.2), 2, sum, na.rm=T)

tmp3 = 1/((ck*nk)*(nk-1))

split.sigma2.hat = tmp3 * ((nk*tmp1) - tmp2)

split.d.hat = tmp3 * (tmp2 - tmp1)

split.var.mu.hat = (split.sigma2.hat + (nk*split.d.hat))/(ck*nk)

varcomp.factor = (2*(split.sigma2.hat^2)/((ck*nk)*(nk-1)))

split.var.d.hat = varcomp.factor * (((split.sigma2.hat^2) +
((2*(nk-1))*(split.d.hat*split.sigma2.hat)) +

...
S8. ANALYSIS OF THE NTP DATA USING R

```r
((nk*(nk-1))*(split.d.hat^2))/(split.sigma2.hat^2))

split.var.sigma2.hat=varcomp.factor*nk

split.cov.d.sigma2.hat=-1*varcomp.factor

return(list(mu.hat=split.mu.hat,sigma2.hat=split.sigma2.hat,
            d.hat=split.d.hat,var.mu.hat=split.var.mu.hat,
            var.d.hat=split.var.d.hat,
            var.sigma2.hat=split.var.sigma2.hat,
            cov.d.sigma2.hat=split.cov.d.sigma2.hat))
}

param.free.CS <- function(nk,ck,mu.split.est,sigma2.split.est,
                           d.split.est,mu.split.var,sigma2.split.var,
                           d.split.var){

  num.split=length(ck)

  # Calculating parameter free weights
  Equal=rep(1/num.split,num.split)
  Prop=ck/sum(ck)
  Appr.sc=(ck*nk)/sum(ck*nk)

  # mu
  mu.eq=c(sum(Equal*mu.split.est),sum((Equal^2)*mu.split.var))
```
\texttt{mu.prop} = \texttt{c(sum(Prop*mu.split.est),sum((Prop^2)*mu.split.var))}
\texttt{mu.appr.sc} = \texttt{mu.prop}
\texttt{mu} = \texttt{rbind(mu.eq,mu.prop,mu.appr.sc)}
\texttt{colnames(mu)} = \texttt{c("Est","Var")}
\texttt{rownames(mu)} = \texttt{c("Equal","Prop","Appr.sc.")}

\# Sigma2
\texttt{sigma2.eq} = \texttt{c(sum(Equal*sigma2.split.est),}
\texttt{ sum((Equal^2)*sigma2.split.var))}
\texttt{sigma2.prop} = \texttt{c(sum(Prop*sigma2.split.est),}
\texttt{ sum((Prop^2)*sigma2.split.var))}
\texttt{sigma2.appr.sc} = \texttt{c(sum(Appr.sc*sigma2.split.est),}
\texttt{ sum((Appr.sc^2)*sigma2.split.var))}
\texttt{sigma2} = \texttt{rbind(sigma2.eq,sigma2.prop,sigma2.appr.sc)}
\texttt{colnames(sigma2)} = \texttt{c("Est","Var")}
\texttt{rownames(sigma2)} = \texttt{c("Equal","Prop","Appr.sc.")}

\# d
\texttt{d.eq} = \texttt{c(sum(Equal*d.split.est),sum((Equal^2)*d.split.var))}
\texttt{d.prop} = \texttt{c(sum(Prop*d.split.est),sum((Prop^2)*d.split.var))}
\texttt{d.appr.sc} = \texttt{d.prop}
\texttt{d} = \texttt{rbind(d.eq,d.prop,d.appr.sc)}
colnames(d) = c("Est", "Var")
rownames(d) = c("Equal", "Prop", "Appr.sc.")

return(list(mu = mu, sigma2 = sigma2, d = d))
}

class.weights.CS <- function(nk, ck, mu.split.est, sigma2.split.est, d.split.est, 
                              mu.split.var, sigma2.split.var, d.split.var) {

  ak = (ck * nk) / (sigma2.split.est + (nk * d.split.est))
  w.mu = ak / sum(ak)
  bk = ck * (nk - 1)
  w.sigma2 = bk / sum(bk)
  gk = (ck * nk) /
       (((sigma2.split.est^2) / (nk - 1))
        + ((2 * sigma2.split.est) * d.split.est) + (nk * (d.split.est^2)))
  w.d = gk / sum(gk)

  mu.scalar = c(sum(w.mu * mu.split.est), sum(mu.split.var * (w.mu^2)))
d.scalar = c(sum(w.d*d.split.est), sum(d.split.var*(w.d^2)))
sigma2.scalar = c(sum(w.sigma2*sigma2.split.est),
                 sum(sigma2.split.var*(w.sigma2^2)))
param.scalar = rbind(mu.scalar, sigma2.scalar, d.scalar)
colnames(param.scalar) = c("Est.", "Var")
rownames(param.scalar) = c("mu", "sigma2", "d")
return(param.scalar)
}

approx.optimal.CS <- function(nk, ck, mu.split.est, sigma2.split.est, d.split.est, 
                              sigma2.split.var, d.split.var){
  library(magic)
  num.split = length(ck)
  #Calculating approximated optimal weights
  W = NULL
  for (i in 1:num.split){
    V1 = (2*(sigma2.split.est[i]^2))/(ck[i]*(nk[i]-1))
    V2 = (-1)*((2*(sigma2.split.est[i]^2))/(ck[i]*nk[i]*(nk[i]-1)))
    V3 = (2/(ck[i]*nk[i]))*((sigma2.split.est[i]^2)

\[(nk[i]-1)+((2*d.split.est[i])
\times\sigma2.split.est[i])+(nk[i]*(d.split.est[i]^2)))\]

\[W[[i]]=\text{solve(matrix(c(V1,V2,V2,V3),2,2))}\]

\[V.total=\text{apply(simplify2array}(W),c(1,2),\text{sum})\]

\[W.inv=\text{solve}(V.total)\]

\[W.opt=\text{NULL}\]

\[sigma2.d=rbind(sigma2.split.est,d.split.est)\]

\[sigma2.d.est=\text{matrix}(0,\text{dim}(sigma2.d)[1],\text{dim}(sigma2.d)[2])\]

\[\text{for (i in 1:num.split)}{\] \[W.opt=W.inv \%\% W[[i]]\]

\[sigma2.d.est[,i]=W.opt\%\%sigma2.d[,i]\]

\[}\]

\[\text{varcomp.est=apply(sigma2.d.est,1,sum)}\]

\[\text{varcomp.var=W.inv}\]

\# Calculating proper Variance

\[A1=((\text{sigma2.split.est}^2) + (nk*d.split.est))^3\]
A2 = (sigma2.split.est * d.split.est) * ((2 * sigma2.split.est) * (nk * d.split.est))

A3 = d.split.est * ((sigma2.split.est + (nk * d.split.est)) ^ 2)

A = A1 - A2 - A3

dev.w.sigma2 = NULL

dev.w.d = NULL

C3.tmp = NULL

C4.tmp = NULL

for (i in 1: num.split)
{
    tmp1 = (-1 * ck[i] * nk[i]) / A1[i]
    tmp2 = matrix(c(A[i], 1, 1, nk[i]), 2, 2)
    dev.w.sigma2[[i]] = tmp1 * tmp2
    dev.w.d[[i]] = tmp1 * matrix(c(1, nk[i], nk[i], (nk[i] ^ 2)), 2, 2)

    II = as.matrix(diag(2) - (W.inv %*% W[[i]]))
    Theta = c(sigma2.split.est[i], d.split.est[i])
    Rho = II %*% Theta
    C3.tmp[[i]] = adiag(dev.w.d[[i]], dev.w.sigma2[[i]])
    C4.tmp[[i]] = kronecker(diag(2), Rho)
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C1.tmp=t(kronecker(c(1,1),diag(2)))
C2.tmp=kronecker(diag(2),W.inv)
proper.var=NULL
for (i in 1:num.split){
  C=((C1.tmp%*%C2.tmp)%*%C3.tmp[[i]]%*%C4.tmp[[i]])
  AA=W.inv%*%(W[[i]])
  B=AA+C
  VV=diag(c(d.split.var[i],sigma2.split.var[i]))
  proper.var[[i]]=(B%*%VV)%*%t(B)
}
Proper.var=apply(simplify2array(proper.var),c(1,2),sum)

# Approximate weights for mu
Am=(ck*nk)/(sigma2.split.est+(nk*d.split.est))

w.mu=Am/sum(Am)
mu.est=sum(w.mu*mu.split.est)
mu.var=1/sum(Am)
# Proper variance for mu
```
proper.var.mu1=mu.var

TMP2=rep(0,num.split)

TMP.1=rep(0,num.split)

for (k in 1:num.split){
    TMP1=2*ck[k]*(nk[k]^2)
    for (m in 1:num.split){
        TMP2[m]=Am[m]*((mu.split.est[k]-mu.split.est[m])^2)
    }
    TMP.1[k]=TMP1*sum(TMP2)
}

TMP.2=sum(Am)^4

proper.var.mu=sum(TMP.1)/TMP.2

Proper.var.mu=(1/sum(Am))+ proper.var.mu

return(list(mu.est=mu.est,varcomp.est=varcomp.est,mu.var=mu.var,
            varcomp.var=varcomp.var,proper.var.mu=Proper.var.mu,
            proper.var.varcomp=Proper.var))

clusterBYcluster.CS <- function(nk,ck,Data){
# Data should be a 3-column matrix with first column the subject, 
# second column the response and third column the split indexes 
# which show which observation belongs to which sub-sample.
num.split=length(ck)
Var.varcomp=NULL
mu.split.est=rep(0,num.split)
mu.split.var=matrix(0,num.split,3)
d.split.est=matrix(0,num.split,3)
sigma2.split.est=matrix(0,num.split,3)
d.split.var=matrix(0,num.split,3)
sigma2.split.var=matrix(0,num.split,3)

for (k in 1:num.split){

# Making data for each cluster
split.data=Data[Data[,3]==k,]
n=nk[k]
N=ck[k]
# Computing t^2
data.matrix=matrix(split.data[,2],n,N)
mu.hat = sum(apply(data.matrix, 2, sum)) / (prod(dim(data.matrix)))

t2 = sum(((apply(data.matrix, 2, mean) - mu.hat)^2) / (dim(data.matrix)[2]))

# Computing $S^2$

mean.vec = apply(data.matrix, 2, mean)

SS = rep(0, dim(data.matrix)[2])

for (i in 1:dim(data.matrix)[2]){
  SS[i] = sum((data.matrix[, i] - mean.vec[i])^2)
}

s2 = sum(SS) / prod(dim(data.matrix))

# Computing $s^2*$ and $t^2*$

s2.star = (dim(data.matrix)[1] / (dim(data.matrix)[1] - 1)) * s2

t2.star = (dim(data.matrix)[2] / (dim(data.matrix)[2] - 1)) * t2

# Computing $\hat{\sigma}^2$ and $\hat{d}$

Z = data.matrix - mu.hat

J = matrix(1, dim(Z)[1], dim(Z)[1])

ZZ = rep(0, dim(Z)[2])

ZJZ = rep(0, dim(Z)[2])

for (i in 1:dim(Z)[2]){
  ZZ[i] = t(Z[, i]) %*% Z[, i]
  ZJZ[i] = (t(Z[, i]) %*% J) %*% Z[, i]
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#
# computing the variance of \( \hat{\mu} \) \( \hat{\sigma}^2 \)
# and \( \hat{d} \)

var.mu=((sigma2.hat+ (n*d.hat))/(N*n))
var1=(2*(sigma2.hat^2))/(N*(n-1))
var12=(-1)*(2*(sigma2.hat^2))/(N*n*(n-1))
var2=(2/(n*N))*(((sigma2.hat^2)/(n-1)) + (2*sigma2.hat*d.hat) + (n*(d.hat^2)))
var.varcomp=matrix(c(var1,var12,var12,var2),2,2)

# computing the variance of \( \hat{\mu} \) \( \hat{\sigma}^2 \)
#based on the two stage approach

var.mu.2stage=(s2+ (n*t2))/(N*n)
var.s2=(2*(n-1)*(s2^2))/(N*(n^2))
```
\texttt{var.t2=\frac{2((N-1)^2)}{(N^2)*n} * \left\{ \frac{(s^2^2)/n + (2s^2+t^2)}{n} \right\} + (n*(t^2^2) )}

\# computing the variance of $\hat{\mu}$ $\hat{\sigma}^2$
\# and $\hat{d}$
\# based on the unbiased two stage approach

\texttt{var.mu.2stage.unbiased=(s2.star+ (n*t2.star))/(N*n)}
\texttt{var.s2.star=(2*(s2.star^2))/(N*(n-1))}
\texttt{var.t2.star= \left( \frac{2}{N*n} \right) * \left\{ \frac{(s2.star^2)/n+(2*s2.star*t2.star)}{n} \right\} + (n*(t2.star^2))}

\# Saving the results

\texttt{mu.split.est[k]=mu.hat}
\texttt{Var.varcomp[[k]]=var.varcomp}
\texttt{mu.split.var[k,]=c(var.mu, var.mu.2stage, var.mu.2stage.unbiased)}
\texttt{d.split.est[k,]=c(d.hat,t2,t2.star)}
\texttt{sigma2.split.est[k,]=c(sigma2.hat, s2, s2.star)}
\texttt{d.split.var[k,]=c(var.varcomp[2,2], var.t2, var.t2.star)}
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\[
sigma2.split.var[k,] = c(\text{var.varcomp}[1,1], \text{var.s2}, \text{var.s2.star})
\]

\}

colnames(mu.split.var) = c("Weighted", "TwoStage",

   "TwoStageUnbiased")

colnames(d.split.var) = c("Weighted", "TwoStage",

   "TwoStageUnbiased")

colnames(sigma2.split.var) = c("Weighted", "TwoStage",

   "TwoStageUnbiased")

colnames(d.split.est) = c("Weighted", "TwoStage",

   "TwoStageUnbiased")

colnames(sigma2.split.est) = c("Weighted", "TwoStage", "TwoStageUnbiased")

return(list(mu.split.est = mu.split.est, mu.split.var = mu.split.var,

    sigma2.split.est = sigma2.split.est, sigma2.split.var = sigma2.split.var,

    d.split.est = d.split.est, d.split.var = d.split.var,

    Var.varcomp = Var.varcomp))}
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