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Abstract

In recent years, there has been an increasing concern regarding the safety and mobility of elderly drivers. This study aims to evaluate the overall performance and ranking of a sample of 55 drivers, aged 70 and older, based on data from an assessment battery and a fixed-based driving simulator, by using the concept of composite indicators and multi criteria approach. To do so, drivers completed tests of an assessment battery of psychological and physical aspects as well as knowledge of road signs. Moreover, they took part in a driving simulator test in which scenarios that are known to be difficult for older drivers were included. Composite indicators (CIs) are becoming increasingly recognized as a tool for performance evaluation, benchmarking and policy analysis by summarizing complex and multidimensional issues. One of the essential steps in the construction of composite indicators is aggregation and assignment of weights to each sub-indicator which directly affect the quality and reliability of the calculated CIs. In this regard, Data Envelopment Analysis (DEA) and Multi Criteria Decision Aiding (MCDA) have been acknowledged as two popular methods for aggregation and problem solving: ranking, sorting and choosing.

In this case study, we apply a DEA model to calculate the most optimal performance index score for each driver. On the other hand, we apply a MCDA method to enrich the analysis of this problem by considering preferential information from Decision Makers (DM) using both the raw and the normalized data.

The results of this study show that the best and the worst drivers identified by the two models are similar. These observations point out the interest of using PROMETHEE II (Preference Ranking Organization Method for Enrichment Evaluations) and DEA. The high correlation between these results confirms the robustness of our answers.
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1. Introduction

The number of elderly drivers is increasing as a result of demographic changes (Mathieson et al. 2013). Although driving helps elderly to maintain their independence and autonomy, ageing is associated with decline in sensory, motor and cognitive abilities which affects the ability to drive safely. To help elderly drivers to be aware of their own abilities and weaknesses and to regularly check their driving performance, there is an increasing need for developing a reliable assessment procedure to determine whether a person is still fit to drive.

The aim of this study is to provide a method to screen older drivers and to assess their relative performance, using data from an assessment battery and a fixed-based driving simulator. Within a performance improvement framework, performance evaluation plays a critical role in identifying weaknesses and planning goals for improvement. In this regard, composite indicators (CIs) are increasingly recognized as a valuable tool for performance evaluation, benchmarking and policy analysis by summarizing complex and multidimensional issues such as driving performance. One of the critical steps in the construction of a CI is weighting and aggregation which directly affects the quality and reliability of the calculated CI (OECD 2008). In this respect, Data Envelopment Analysis (DEA) and Multi Criteria Decision Aiding (MCDA) have been considered as two popular methods for problem solving.

In this case study, we apply a DEA model to calculate the most optimal performance index score for each driver. Based on the results, the best performers, as benchmarks, are distinguished from underperforming ones, and all drivers are ranked by computing their cross index scores. On the other hand, we apply a MCDA method to enrich the analysis of this problem by considering preferential information from Decision Makers (DM). PROMETHEE II outranking method is used to generate a complete ranking of drivers by pair wise comparison of all the drivers under study. This comparison is done for the raw and normalized data to quantify to what extent the normalization of the evaluations is impacting drivers’ ranking. Consecutively, we compute the correlation between the results.

The rest of this paper is organized as follows: In the next section we will introduce the indicators and related data. Section 3 will detail data analysis based on DEA and PROMETHEE II. In section 4 we will summarize and discuss the results. This paper ends with conclusions (section 5).

2. Indicators and Data

2.1. Participants

Subjects aged 70 and older were recruited through the Geriatrics department of the Jessa Hospital with flyers distributed in the hospitals, senior associations and senior flats via local media. Participants had to hold a valid driver's license and still be active car drivers, with no stroke in the last four months and without any indication for dementia as assessed with the Amsterdam Dementia Screening (ADS) test. They had to have the physical ability to complete tests of a clinical assessment battery and simulator driving. 77 volunteers agreed to participate. Among them, 22 participants were excluded due to simulator sickness. Thus, 55 participants remained in the sample (mean age = 76.49; standard deviation = 5.40).

2.2. Procedure

The test procedure consisted of two parts: First, a validated neuropsychological test battery including psychological and physical tests, as well as knowledge of road signs was administered at the Jessa Hospital. Next, a driving simulator test was conducted at the Transportation Research Institute of Hasselt University. For the purpose of this study, the following tests from the battery were incorporated in the analysis.
2.2.1. Psychological ability

The Mini Mental State Examination (MMSE)

The mini mental state examination (MMSE) is the most commonly used test for screening cognitive function. It is an 11-questions measure that investigates different areas of cognitive function: orientation to time and place, short term memory, registration (immediate memory), recall, constructional ability as well as language functioning (Folstein et al. 1975). The possible score ranges from 0 to 30. Scores of 25-30 out of 30 are considered normal. The higher the score, the better the psychological ability.

The Digit Span Forward (DSF)

DSF is originally part of the Digit Span Subtest of the Wechsler Adult Intelligence Scale (Wechsler 1955) where a random sequence of numbers is read by the examiner and the examinee recalls the numbers back. It assesses attention and working memory, as well as short-term verbal memory (Clark et al. 2011). Scores on this task are divided into four categories (0 = impaired, 1= beneath average, 2 = average, 3 = above average). The more numbers a person can repeat correctly, the better the psychological ability.

UFOV

It is a computer-based test of functional vision and visual attention, which consists of three subtests measuring visual processing speed (UFOV 1), divided attention (UFOV 2), and selective attention (UFOV 3) (Edwards et al. 2005). It is recommended for use as a screening measure in conjunction with a clinical examination of cognitive functioning or fitness to drive. Scores are expressed in milliseconds for each subtest and range from 16.7ms to 500ms. Lower scores correspond with improved visual attention.

2.2.1. Physical ability

The Snellen Chart

This test is used for measuring visual acuity and is one of the most common clinical measurements of visual function (Rosser et al. 2001). Participants have to stand 6m from the whiteboard with several lines of black letters and read the lines. The more lines a person can read, the better the visual acuity (maximum score =1.2).

The Get-Up-and-Go test

The Get-Up-and-Go test, also known as Timed Up-and-Go or Rapid Pace Walk, assesses mobility and balance of older adults (Carr et al., 2010). It measures, in seconds, the time taken by an individual to stand up from a standard arm chair, walk a distance of 3m, turn around, return and sit down again (Clark et al. 2011). Scores on this task are divided into three categories (0 = more than 20 seconds, 1= between 11 and 20 seconds, 2= less than 11 seconds). The faster one can complete the task, the better the motor ability.

The Four-test Balance Scale

This test is also used to assess motor abilities; more specifically, lower limb muscle strength and balance, with a maximum score of 1. An individual has to stand on 4 different foot positions of increasing difficulty - standing feet together, standing semi-tandem, standing tandem and one leg standing - for at least 10 seconds without an assistive device (Gardner et al. 2001).

Knowledge of Road Signs

The Road Sign Recognition (RSR) test is used to measure the knowledge of participants regarding road signs with a maximum score of 12 (Lundberg et al. 2003).
2.2.3. Driving performance evaluation

Driving performance was measured in a fixed-based medium-fidelity driving simulator (STISIM M400; Systems Technology Incorporated) with a force-feedback steering wheel, brake pedal, and accelerator. The visual virtual environment was presented on a large 180° field of view seamless curved screen, with rear view and side-view mirror images. Three projectors offer a resolution of 1024 × 768 pixels on each screen and a 60 Hz refresh rate. Data were collected at frame rate.

A 10 min practice session preceding the evaluation was implemented to allow participants to become familiar with the driving simulator. Scenarios that are known to be difficult for older drivers were included in a randomized way. For instance, older drivers are over-represented in crashes occurring while turning off at intersections, where typically the older driver turns against oncoming traffic with right of way on the main road (Hakamies-Blomqvist, 1993; Zhang et al., 1998), gap acceptance while turning left at an intersection (Langford and Koppel, 2006; Yan et al., 2007) and response to signs, signals and road hazards (Horswill et al., 2010). A detailed description of the driving scenario is mentioned in Cuenen et al. (2012). The rides took place at inner-city (50 km/h) sections, outer-city (70-90 km/h) sections and highway (120 km/h) sections, in daylight and good weather conditions. The speed limit was indicated by the appropriate sign at the start of each outer-city and inner-city segment and repeated 30 meters after each intersection.

A total of 3 driving measures or indicators are used in the analysis: 1) Mean-Complete Stop which is computed from 200 meters before reaching the stop sign until the location of the stop sign. 2) Average Following Distance, between the driver and a lead vehicle in a road with a speed of 50 km/h and 70 km/h. 3) Mean driving Speed which is measured across separate road segments (i.e., 4.8 km) without any events (Trik et al., 2010) with the posted speed limits of 50, 70, 90 and 120 km/h.

3. Data analysis

In this study, to measure the multi-dimensional concept of driving performance, a composite indicator is created with respect to all aforementioned indicators for older drivers (see Fig. 1). Simplistically, the composite indicator synthesizes the information included in the selected set of indicators in one score (Nardo et al., 2005).

Fig. 1. Hierarchical structure of older driver’s performance indicators.
Before the CI construction, normalization is carried out to tackle the different measurement units of the indicators.

Among existing methods (Freudenberg 2003), the distance to a reference approach (OECD 2008) is used in this study since the ratio of two numbers is best kept by this approach. Thereafter, for the older-driver performance index construction, DEA is first applied. In doing so, the multiple layer model is adopted to take the hierarchical structure of the indicators into account and the cross index method is used for the ranking of the drivers. On the other hand, a MCDA method is applied to enrich the analysis of this problem by considering preferential information from DMs. PROMETHEE II (Preference Ranking Organization METHod for Enrichment of Evaluations) outranking method is used to generate a complete ranking of drivers by pair wise comparison of all the drivers under study. Both methodologies are explained in the following sections.

3.1. DEA for CI construction

Data Envelopment Analysis (Cooper et al. 2007) is one of the most commonly used techniques for performance evaluation. It is a non-parametric optimization technique using a linear programming tool to measure the relative efficiency of a set of Decision Making Units (DMUs), or drivers in our study. Recently, there has been an increasing interest to the application of DEA in the construction of CIs (Despotis 2005; Cherchye et al. 2008; Hermans et al. 2008). By solving a linear programming problem, the best possible indicator weights are determined, and an optimal index score between zero and one is obtained for each unit, with a higher value indicating a better relative performance.

In this study, to evaluate the driving performance of each older driver by combining all the 16 hierarchically structured indicators in one index score, a multiple layer DEA based composite indicator model (MLDEA-CI) developed by Shen et al. (2011, 2012) is adopted. The main idea of this model is to first aggregate the values of the indicators within a particular category of a particular layer by the weighted sum approach in which the sum of the internal weights equals one. Then, for the first layer, the weights for all the sub-indexes are determined using the basic DEA approach. More specifically, suppose that a set of \( n \) DMUs is to be evaluated in terms of \( s \) indicators (\( y \)) with a \( K \) layered hierarchy, the MLDEA-CI model can be formulated as follows (Shen et al. 2012):

\[
CI_0 = \max \sum_{j=1}^{n} \hat{u}_{f_0} y_{f_0}
\]

s.t. \[
\sum_{j=1}^{n} \hat{u}_{f_j} y_{f_j} \leq 1, \quad j = 1, \ldots, n
\]

\[
\sum_{j=1}^{n} \hat{u}_{f_j} \left[ \sum_{f_j \in A_{k+1}^{(s)}} \hat{u}_{f_j} = w^{(k)}_{f_j} \right] \in \Theta, \quad f_k = 1, \ldots, s^{(k)}, \quad k = 1, \ldots, K - 1
\]

\[
\hat{u}_{f_j} \geq 0, \quad f_j = 1, \ldots, s
\]

where

- \( \hat{u}_{f_j} \) is the set of most favorable optimal weights for DMU\(_0\), which are obtained by solving the model.
- \( s^{(k)} \) is the number of categories in the \( k \)th layer (\( k = 1, 2, \ldots, K \)). \( s^{(1)} = s \).
- \( A^{(k)}_{f_k} \) denotes the set of indicators of the \( f \)th category in the \( k \)th layer.
- \( w^{(k)}_{f_k} \) represents the internal weights associated with the indicators of the \( f \)th category in the \( k \)th layer, which sum up to one within a particular category and \( \Theta \) indicates the restrictions imposed to the corresponding internal weights.

The subscript, \( o \), refers to the driver whose index score is to be obtained by solving the constrained optimization problem, which maximizes the index value of the driver and satisfies the imposed restrictions. The first restriction
guarantees an intuitive interpretation of the composite indicator and implies that no driver in the data set can be assigned an index value larger than one under these weights. With respect to the second restriction, the layered hierarchy of the indicators is reflected by specifying the weights in each category of each layer and further restricting their flexibility. In doing so, obtaining realistic and acceptable weights is guaranteed.

In this study, to make sure that all the three aspects of a driver’s abilities - psychological, physical and driving abilities - will be represented to some extent in the overall driving performance index score, each of these three factors is considered to have a similar importance in the final index score but still with 30% variability to allow a high level of flexibility in weight allocation. In addition, by the third restriction, all weights are restricted to be non-negative.

3.2. Cross index score

In addition, to fully rank all the drivers, the cross index method is employed. The main idea of this method is to evaluate the performance of a DMU using not only its own optimal weights, but also the ones of all other DMUs (Sexton et al. 1986). It means that a cross index matrix is to be developed in a way that the element in the $i^{th}$ row and $j^{th}$ column represents the index score of DMU $j$ using the optimal weights of DMU $i$. Therefore, elements located on the diagonal are basic DEA indices. To rank the DMUs using the cross index method, the average of each column is calculated to obtain a mean cross index score.

3.3. PROMETHEE II

Multiple Criteria Decision Aid (MCDA) techniques like MAUT (Keeney et al. 1979), AHP (Saaty 1980), ELECTRE (Roy 1991) and PROMETHEE (Brans, 1982) have been developed during the last five decades. Their objective is supporting Decision Makers (DM) in the selection of most compromise solution(s) and the ranking or sorting of alternatives. In this work, we focus on PROMETHEE II. The family of PROMETHEE methods is known thanks to their simplicity, number of applications in different fields such as finance, business, education, health care centers, insurance companies, etc. (Behzadian et al. 2010) and the existence of user friendly software, D-sight (Hayez, Q. et al., 2012).

The PROMETHEE method has been developed by J. P. Brans in 1982 and is based on pairwise comparisons. PROMETHEE II allows a DM to rank a finite set of $n$ actions (DMUs in DEA) $A = \{a_1, ..., a_j, ..., a_n\}$ that are evaluated over a set of $q$ criteria (like indicator in DEA) $F = \{f_1(a_j), ..., f_k(a_j), ..., f_q(a_j)\}$. Let $f_k(a_j)$ denote the evaluation of action $a_j$ on criterion $f_k$. In what follows, we assume without loss of generality that criteria have to be maximized. First, the differences between every pair of actions on all criteria are computed as follows:

$$d_k(a_i, a_j) = f_k(a_i) - f_k(a_j), \forall a_i, a_j \in A, \forall k = 1, ..., q$$

PROMETHEE is based on preference functions to integrate intra-criterion information. Thus in the second step, a generalized criterion \{ $f_k(\cdot), P_k(a_i, a_j)$ \} is associated to each criterion. $P_k(a_i, a_j)$ represents the preference strength of action $a_i$ over $a_j$. It is assumed to be a positive non-decreasing function of $d_k(a_i, a_j)$. The concept of preference function is used to transform the difference into a unicriterion preference degree; hence:

$$\pi_k(a_i, a_j) = P_k[d_k(a_i, a_j)]$$

The method provides the DM with a set of predefined preference functions for which at most two parameters have to be defined (the indifference and preference thresholds). The details of preference functions are explained in Brans and Mareschal (2002). The global preference degree between $a_i$ and $a_j$, which varies between 0 and 1, is computed as follows:

$$\pi(a_i, a_j) = \sum_{k=1}^{q} \pi_k(a_i, a_j) \cdot w_k$$
Where $\pi(a_i, a_j) \geq 0$, $\pi(a_i, a_j) + \pi(a_j, a_i) \leq 1$ and $w_k (k = 1, \ldots, q)$ are normalized positive weights associated to the different criteria. The positive and negative outranking flows are defined as follows:

$$\phi^+(a_j) = \frac{1}{n-1} \sum_{x \in A} \pi(a_j, x)$$

$$\phi^-(a_j) = \frac{1}{n-1} \sum_{x \in A} \pi(x, a_j)$$

(5)

A complete pre-order, called PROMETHEE II can be obtained on the basis of the net flow score:

$$\phi(a_j) = \phi^+(a_j) - \phi^-(a_j)$$

(6)

Let us stress that the net flow score can also be computed as follows:

$$\phi(a_j) = \sum_{k=1}^{q} \phi_k(a_j). w_k$$

(7)

Such that:

$$\phi_k(a_j) = \frac{1}{n-1} \sum_{x \in A} [\pi_k(a_j, x) - \pi_k(x, a_j)], \ k = 1, \ldots, q$$

(8)

The quantity $\phi_k$ is called the unicriterion net flow score of action $a_j$ and is such that $-1 \leq \phi_k(a_j) \leq 1$. At this point, it is worth noting that the multicriteria problem can be viewed as an evaluation table (and associated parameters) or a matrix $\phi = (\phi_k(a_j))$. These values already integrate intra-criterion parameters and are all lying in the same range.

In the next section we summarize the results from both methods.

4. Results

In order to assess the robustness of the results obtained with the DEA model, we have modelled the problem with PROMETHEE II. We applied two different approaches in order to guarantee the independency of our results with the modelling strategy. At first, we used the raw data of the initial problem to define the preferences functions and the corresponding thresholds. Then, we used the normalized data from the DEA model and we compared the results (cf. Table 1).

This comparative analysis with PROMETHEE would allow us to enrich the analysis of the best and worst solutions highlighted with the previous model. Moreover, by performing a comparative analysis of the strategies using respectively the raw and the normalized data to model the problem in PROMETHEE, we aimed to quantify to what extent the normalization of the evaluations was impacting the results.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Driver ID</th>
<th>Net flow scores Raw data</th>
<th>Net flow scores Normalized</th>
<th>Driver ID DEA</th>
<th>Cross index scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>72.711</td>
<td>50</td>
<td>71.958</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>54</td>
<td>68.454</td>
<td>54</td>
<td>67.751</td>
<td>21</td>
</tr>
<tr>
<td>3</td>
<td>42</td>
<td>67.335</td>
<td>42</td>
<td>66.671</td>
<td>24</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>66.268</td>
<td>11</td>
<td>66.26</td>
<td>42</td>
</tr>
</tbody>
</table>

* PII: PROMETHEE II

Table 1. Results obtained with PROMETHEE II (raw data and normalized data) and the DEA model
4.1. PROMETHEE model via raw data versus DEA

At first, we modelled the problem in PROMETHEE by using as much as possible the raw data evaluations. In order to limit the complexity of the model and to respect the nature of each criterion, we used the usual preference function for most of the criteria of the problem. We applied the V-shape preference function for the criteria “UFOVtotal” (q=0, p=2) and “Snellen Chart” (q=0, p=0.5). We used the U-shape preference function for the criterion “RSR” (q=p=2). All the criteria have to be maximized, except “UFOVtotal” that must be minimized. This criterion is an aggregation of the three UFOV criteria mentioned in section 3. We defined equal weights for the three categories of criteria introduced previously (i.e. Psychological Ability, Physical Ability, Driving Performance). Then, we allocated equal weights to each criterion of the category.

Subsequently, we calculated the Pearson’s correlation coefficient to compare the results of the DEA and PROMETHEE models. We obtained a value of 0.9321 which indicates a high correlation between the two rankings. This high replicability of the results underlines the robustness of the best (and worst) solutions.

When focusing on the drivers ranked at the best positions with the DEA model (cf. Table 1), we observe that they are all ranked in the top positions of the PROMETHEE II ranking. The strongest difference concerns the alternative ID 24 that is ranked at the 3rd position with DEA but at the 13th position with the PROMETHEE II model via raw data. Concerning the worst solutions, the correlation is very high between the two rankings.

4.2. PROMETHEE model via normalized data versus DEA

Next, we modelled the initial problem in PROMETHEE by using the normalized data. The same preference functions as in the previous PROMETHEE model were used. Also, equal weights were allocated to the three categories of criteria.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>12</td>
<td>65.162</td>
<td>12</td>
<td>65.09</td>
<td>20</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>63.902</td>
<td>20</td>
<td>63.584</td>
<td>54</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>61.716</td>
<td>1</td>
<td>62.131</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>21</td>
<td>61.471</td>
<td>8</td>
<td>61.244</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>61.304</td>
<td>21</td>
<td>60.743</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>48</td>
<td>60.687</td>
<td>48</td>
<td>60.266</td>
<td>19</td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>60.622</td>
<td>9</td>
<td>59.663</td>
<td>48</td>
</tr>
<tr>
<td>12</td>
<td>30</td>
<td>59.645</td>
<td>19</td>
<td>59.392</td>
<td>8</td>
</tr>
<tr>
<td>13</td>
<td>24</td>
<td>59.234</td>
<td>30</td>
<td>58.981</td>
<td>46</td>
</tr>
<tr>
<td>44</td>
<td>23</td>
<td>38.04</td>
<td>23</td>
<td>38.785</td>
<td>22</td>
</tr>
<tr>
<td>45</td>
<td>22</td>
<td>37.564</td>
<td>29</td>
<td>37.324</td>
<td>17</td>
</tr>
<tr>
<td>46</td>
<td>29</td>
<td>36.908</td>
<td>22</td>
<td>36.964</td>
<td>49</td>
</tr>
<tr>
<td>47</td>
<td>6</td>
<td>35.61</td>
<td>31</td>
<td>36.072</td>
<td>31</td>
</tr>
<tr>
<td>48</td>
<td>3</td>
<td>35.468</td>
<td>6</td>
<td>35.923</td>
<td>28</td>
</tr>
<tr>
<td>49</td>
<td>31</td>
<td>35.249</td>
<td>3</td>
<td>35.884</td>
<td>6</td>
</tr>
<tr>
<td>50</td>
<td>33</td>
<td>34.298</td>
<td>49</td>
<td>33.711</td>
<td>18</td>
</tr>
<tr>
<td>51</td>
<td>49</td>
<td>33.333</td>
<td>33</td>
<td>33.672</td>
<td>23</td>
</tr>
<tr>
<td>52</td>
<td>43</td>
<td>33.025</td>
<td>43</td>
<td>33.667</td>
<td>52</td>
</tr>
<tr>
<td>53</td>
<td>18</td>
<td>32.497</td>
<td>18</td>
<td>33.243</td>
<td>33</td>
</tr>
<tr>
<td>54</td>
<td>10</td>
<td>30.478</td>
<td>10</td>
<td>31.208</td>
<td>43</td>
</tr>
<tr>
<td>55</td>
<td>52</td>
<td>25.772</td>
<td>52</td>
<td>26.492</td>
<td>10</td>
</tr>
</tbody>
</table>
As previously, we calculated the Pearson’s correlation coefficient to compare this ranking with the results of the DEA model. We obtained a correlation value of 0.9388, which is slightly higher than the value calculated with the raw data model. Again, this high correlation value confirms the robustness of the solutions of the DEA model.

Moreover, we measured the Pearson’s correlation coefficient between the two PROMETHEE II rankings (with raw and normalized data). We found a correlation value of 0.9923. It indicates that the use of normalized data rather than raw data to model the problem with PROMETHEE does not really impact the final results. Then, it seems adequate to use these normalized data as in the DEA model.

5. Conclusions

In this study, we applied a multiple layer DEA based composite indicator model to assess the driving performance of 55 drivers aged 70 and older. This model allowed us to aggregate the values of 16 indicators within a particular category of a particular layer by using a weighted sum approach. Then, the cross index method was used to rank all the drivers with respect to their global performances.

In order to quantify the robustness of the ranking, we modelled the problem with PROMETHEE II – by using successively the raw data and normalized data to structure the model – and we compared the results. The calculation of the Pearson’s correlation coefficient underlined the high replicability of the results with the PROMETHEE models and the robustness of the final solutions. In addition, we observed that the use of normalized data instead of raw values in PROMETHEE did not affect the final results.

To conclude, this study has shown the value of using a DEA model beside a MCDA method (PROMETHEE) for drivers evaluation. This approach allowed us to rank all the drivers based on their performances and to assess the robustness of the best and worst candidates. In future works, we will improve this study by considering the combination of DEA and PROMETHEE as an analyzing tool to give older drivers more insight in characterizing their driving performance. Applying Plan GAIA (Brans and Mareschal, 2002) can be a case in this analysis. Further, the PROMETHEE II weight stability intervals can be used as assurance regions in the DEA model to improve the discrimination power of DEA.
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