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Abstract

Chronic heart failure is a common and costly medical condition that is characterised by repeated patient hospitalisation. This condition arises when the heart is unable to pump enough blood to supply the needs of the body. The cost burden of this illness has been estimated at billions of dollars with the major contributing factor being the need for rehospitalisation. As a strategy in heart failure management, remote patient monitoring, known as telemonitoring, enables clinicians to predict rehospitalisation so that in-time intervention decisions can be made. Aiming at detecting baseline patient characteristics associated with rehospitalisation in these patients, the so-called one parameter shared gamma frailty model was applied, assuming an exponential and Weibull distributed baseline hazards. In this way, the clustering or correlation resulting from the repeated events (rehospitalisation) within patients was taken into account. The time ordinality observed in repeated events was accounted for via two formats: the gap time and the calendar time representation. The patient’s heart rhythm was found to be a significant predictor (‘p-value=0.0231) of rehospitalisation at 5% level of significance. However, these results have a limitation due to the small sample size used in the study.

Keywords: Chronic heart failure, frailty model, calendar time representation, gap time representation.
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1. Introduction

Heart failure (HF) describes a medical condition in which the heart is unable to provide sufficient pumping action to maintain blood flow to meet the needs of the body. It is a common, serious and costly health problem which is usually characterised by recurrent hospitalisations. Initially thought to be due to fluid overload and/or worsening of renal function (Dendale et al., 2011) (called the “cardiorenal model of heart failure (Douglas et al., 2005), a later realisation has also associated heart failure to excessive peripheral vasoconstriction and reduced cardiac output (known as the “cardiocirculatory” or “hemodynamic” model of heart failure) (Packer, 1992; Douglas et al., 2005). Heart failure is initiated by what is known as an “index event” which leads to loss of functioning of cardiac myocytes as a result of heart muscle damage. The ability of the myocardium to generate force is lost and as such the heart is unable to contract normally during its pumping action (Packer, 1992).

According to estimates from the European Heart Failure Association, 26 million people have HF worldwide and 3.6 million people are newly diagnosed with HF every year in Europe alone (López, 2011).

Gheorghiade et al. (2013) estimated that one million hospitalisations due to heart failure occur annually in the United States. Even though much progress is been made in reducing mortality in these patients, rates of rehospitalisation have kept on rising, approaching 30% within 60 to 90 days of discharge.

The economic cost of HF has been estimated at billions of dollars per year, with the need for repeated hospitalisation being the highest contributing factor that directs cost associated with the disease (López, 2011). Therefore, investigating prognostic factors and proposing solutions that can remedy these rehospitalisations in CHF patients is of great importance to health care providers. This will go a long way to reduce cost burden on both the government and the individual patients.

In the heart failure literature, many risk factors have been outlined to be associated with rehospitalisation in HF patients. It is important to keep in mind that there exists an inexhaustible list of such factors spanning from demographic to clinical and environmental factors. Therefore, aiming at investigating all these factors may be an unachievable venture. In this vein, among other authors, Anderson and Steinberg (1985), and Thomas (1996)
reported gender and age as potential demographic predictors of rehospitalisation in HF patients, with older patients and females more likely to be rehospitalised due to HF disease. Many studies have also considered the left ventricular ejection fraction (LVEF), which is a measure of how much blood is pumped out of the left ventricle of the heart (the main pumping chamber). It has remained an inconsistent predictor, with some studies reporting its insignificance (Cheng et al., 2001; Logeart et al., 2004; Goonewardena et al., 2008), while others suggest lower LVEF patients are more likely to be readmitted (Dokainish et al., 2005; Gackowski et al., 2004). A heart disease severity factor such as New York Heart Association class of the disease has also been reported to be a prominent risk factor in predicting rehospitalisation in this type of patients. It depicts a patient’s functional capacity and does classify patients’ HF according to the severity of their symptoms. In this regard, patients are placed in one of four ordinal categories depending on how much they are limited during physical activity. Smith et al. (2000) and Yamokoski et al. (2007) reported higher NYHA class patients as more likely to be rehospitalised. Heart rhythm (otherwise known as sinus rhythm) is a measure of the normal heart beat. Its effect on rehospitalisation of HF patients has been studied. Formiga et al. (2004) and Murakami et al. (2012) found no association between risk of rehospitalisation and heart rhythm meanwhile Korte et al. (2000) and Linssen et al. (2011) reported a higher risk of rehospitalisation in patients with abnormal heart rhythm (precisely the abnormality known as atrial fibrillation).

Clinical parameters like natriuretic peptides (for example N-terminal-pro-brain natriuretic peptide (NT-proBNP)) are other important prognostics factors that have found significant grounds in the prognosis of heart failure in the heart failure literature. NT-proBNP is an inactive 76 amino acid peptide that is usually secreted along with a brain natriuretic peptide (BNP) by the heart ventricles. Their secretion is usually in response to the excessive stretching activity of the heart muscle cells (cardiomyocytes). It serves as a good target for diagnostic blood testing due to its long biological half-life. Therefore, in circumstances of excessive stretch of cardiomyocytes as the case maybe under certain heart failures, one would expect higher levels of these peptides in blood. Bettencourt et al. (2004) and Mayur (2009) showed NT-ProBNP to be associated with the risk of rehospitalisation in HF patients with high NT-proBNP level patients having more risk of rehospitalisation compared to lower NT-proBNP level patients.

The main objective of this study was to investigate the relationship between baseline patient characteristics and the risk of rehospitalisation in telemonitored chronic heart failure patients.
Section 1.1 continues with a description of the data set. In Section 2, a general discussion of survival data analysis methodology is presented, and, in Section 3, results obtained after implementing these methods are shown. Section 4 and 5 continue with a discussion of the results and conclusive remarks respectively, while in Section 6, the limitations of this study, and recommendations, are discussed.

1.1 The Chronic Heart Failure Data

These data came from a study conducted in Belgium between 2008 and 2010 (Dendale et al., 2011), where chronic heart failure (CHF) patients were followed for a period of 6 months. The goal of the study was to investigate whether observing patients by telemonitoring would reduce mortality and rate of rehospitalisation. Telemonitoring (TM) involved providing a set of electronic appliances to the patients upon hospital discharge to collect measurements of heart rate, blood pressure and weight on a daily basis. These measurements were then remotely transferred to the heart failure clinic and general practitioners for assessment and possible intervention. There was a total of 160 CHF patients, 80 of whom were followed by means of TM, while 80 received the usual care.

In this study, our interest is to investigate the relationship between the baseline patient characteristics and the risk of rehospitalisation for the telemonitored group. As such, analyses will be conducted on data from the 80 telemonitored patients. These data have also been analysed by Njagi et al. (2013a, b) in different contexts. The variables used in the data set are as described in Table 1.1.

### Table 1.1 Description of variables used in the CHF data set

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ptid</td>
<td>Character</td>
<td>Patient identification number.</td>
</tr>
<tr>
<td>Status</td>
<td>Categorical</td>
<td>Censoring indicator (0=censored, 1=event).</td>
</tr>
<tr>
<td>Day (response)</td>
<td>Quantitative</td>
<td>Day at which an event or censoring occurred.</td>
</tr>
<tr>
<td>Sex</td>
<td>Categorical</td>
<td>Gender of the patient (0=female, 1= male).</td>
</tr>
<tr>
<td>NYHA</td>
<td>Quantitative</td>
<td>New York Heart Association class.</td>
</tr>
<tr>
<td>LVEF</td>
<td>Quantitative</td>
<td>Left ventricular ejection fraction.</td>
</tr>
<tr>
<td>Age</td>
<td>Quantitative</td>
<td>Age of the patient at entry into study.</td>
</tr>
<tr>
<td>Heartrym</td>
<td>Categorical</td>
<td>Heart Rhythm (0=normal, 1=not normal).</td>
</tr>
<tr>
<td>NTproBNP</td>
<td>Quantitative</td>
<td>N-Terminal-pro-Brain Natriuretic Peptide.</td>
</tr>
</tbody>
</table>
2. Statistical Methodology

2.1. Exploratory Data Analysis
To gain some insight into the data structure and patterns within the data, an exploratory data analysis was conducted. Summary statistics were obtained for the various variables in the data set, and, to understand the shape of the survival function, the Kaplan-Meier curve was used.

2.2. Statistical Analysis

2.2.1. Survival Analysis
Survival analysis (as commonly referred to in the biological/health sciences) is a branch of statistics that defines a set of methods in analysing data where the outcome variable is time to occurrence of some event of interest. These methods are widely applied in diverse fields such as engineering sciences where it is often referred to as reliability analysis (or failure time analysis or in economics as duration analysis, etc. In biological/health sciences, examples of events could be death, occurrence of a disease, hospitalisation, relapse of a given disease, or cure from a given disease, while in engineering sciences, events could include failure of a mechanical system, where as in economic studies, it could be time to find a new job.

A feature central to survival analysis differing from classical statistics is censoring. This is a type of missingness where some observations are not complete or are only partially observed. Hence survival methods are constructed such that these partial observations are taken into account during analysis. In the light of censoring, we can differentiate three types of censoring: right censoring, left censoring and interval censoring. Right censoring is the more common form of censoring and it occurs when only the lower bound of the time of interest is known. That is, we know that a subject has survived up to a particular time and thereafter, the subject is no longer followed up. In left censoring, the subjects have already experienced the event of interest at the time they are entered into the study. In interval censoring, the event of interest is only known to occur within a certain time interval, but the exact time is not known.

A second feature at times present in some survival studies is that of truncation. Two forms of truncation can be distinguished; left truncation which occurs when subjects enter a study at for example, a particular age (a precondition) and are followed from this delayed entry time till occurrence of an event or censoring, and right truncation which occurs when only subjects who have experienced the event of interest are included in the study. It is important to
remember that there are many types of censoring schemes within left and right censoring and each type will lead to a different survival likelihood function. However, Klein and Moeschberger (2003) have highlighted that even though the likelihood function is unique for each type of censoring, there exist a common approach to be used in constructing it.

2.2.2. Proportional Hazards Model

The proportional hazards (PH) model is the most popular model used in survival data analysis (Duchateau and Janssen, 2008). Proposed by Cox (1972), the model consist of two parts: the underling hazard function (also known as the baseline hazard function), which describes how the risk of an event changes over time at baseline levels of the covariate, and the effect parameters, which describe how the hazard function varies in response to risk factors (or covariates). Borrowing the notation as described by Duchateau and Janssen (2008), the PH model can simply be represented as:

\[ h_t(t) = \psi h_c(t), \]  

where the constant, \( \psi = \frac{h_t(t)}{h_c(t)} \) defines the hazard ratio when we consider a simple single covariate example of a treated versus untreated (control) group of patients. \( h_t(t) \), is the hazard function of patients in the treatment group and \( h_c(t) \) is the hazard function of patients in the control group. This relationship therefore implies that the ratio of hazards of treated versus untreated subjects does not change over time. This is known as the proportional hazard assumption.

Because the hazard ratio must be positive, a common model for \( \psi \) is \( \exp(\beta) \). When risk factors are to be included in the analysis, the PH model is then written as:

\[ h_i(t) = h_0(t)\exp(x_i^T\beta), \]  

where \( h_0(t) \) is the baseline hazard function that corresponds to the hazard function of a subject whose covariate information \( x_i \) is \( \mathbf{0} \); \( h_i(t) \) is the hazard function of the \( i^{th} \) subject and \( \beta \) is the vector of parameter estimates for the predictors. When the baseline hazard function is left unspecified, the model is termed a semi-parametric PH model, whereas when it is specified to follow a given distribution, it is said to be a parametric PH model.
2.2.3 Multivariate (or Clustered) Survival Data Analysis

A higher level of complexity in survival analysis arises when data is clustered. The observational units (subjects) in which event times are observed may be clustered, or event times may be clustered on the observational units (otherwise known as repeated events as in this study). Several analysis techniques have been proposed to handle such data; they include the fixed effects Cox model, stratified Cox model, copula model, the marginal model, and the frailty model.

In the fixed effect model, the cluster effect is modelled via a fixed effect parameter as can be described in the following model:

\[ h_i(t) = h_0(t) \exp(x_{ij} \beta + c_i), \]

where \( c_i \) is the fixed effect for the \( i^{th} \) cluster, \( h_i(t) \) is the hazard function for observation \( j \) of cluster \( i \), \( h_0(t) \) is the baseline hazard common to all subjects in the population, \( x_{ij} \) is the vector of covariates and \( \beta \) is the vector of parameter estimates for fixed effects (Duchateau and Janssen, 2008). As stated by Glidden and Vittinghoff (2004), when the number of clusters is small relative to the sample size, model [3] is an attractive approach to account for the clustering, especially if the cluster effects are of intrinsic interest. However, large numbers of clusters relative to the sample size can be problematic. The asymptotics break down when the number of clusters tend to infinity as observations increase and consequently, parameter estimation is quite inefficient and model interpretation is less natural (Duchateau and Janssen, 2008). An alternative approach is to use the semi-parametric stratified Cox model whereby a separate unspecified baseline hazard is attributed to each cluster. This can be represented as:

\[ h_i(t) = h_{io}(t) \exp(x_{ij}' \beta), \]

with \( h_{io}(t) \) the baseline hazard for cluster \( i \). This model has a flexibility advantage over the fixed effect model [3] in that the baseline hazard can evolve independently over time within each cluster (Duchateau and Janssen, 2008). Therefore, the hazard functions could have different shapes with some or all unequal (Glidden and Vittinghoff, 2004). In contrast, in the fixed effect model [3], the baseline hazard is restricted to be of the form \( h_0(t) \exp(c_i) \), with \( c_i \) the constant specific effect for cluster \( i \). On the other hand, the stratified Cox model has some setbacks that limit its application. As discussed by Duchateau and Janssen (2008), a cluster will only contribute to the partial likelihood expression of the model if an event for a subject
is observed while the other subject is still at risk. In a repeated event setting, this therefore implies that a subject will only contribute to the partial likelihood if it has at least two events. Glidden and Vittinghoff (2004) further expatiated that, there is considerable loss of information in the application of this model as in the unstratified Cox model since intercluster comparisons are impossible. Hence, Duchateau and Janssen (2008) clearly stated that in many practical situations this model will be inefficient.

A third approach to account for the cluster effect in survival data is to use the copula model. This model is often considered to be a two stage model. In the first stage, a marginal survival function for each observation in a cluster (or for each event in a subject in a repeated event setting) is obtained ignoring the clustering. In the second stage, a copular function is then used to link the population survival functions to form a joint survival function (Fress et al., 1996) which is expressed as:

$$S_{x,p}(t_n) = S_{x,p}(t_1,\ldots,t_n) = C_\theta(S_{x_1,p}(t_1),\ldots,S_{x_n,p}(t_n)), \quad [5]$$

where $x = (x_1,\ldots,x_n)'$ is the covariate information, $n$ is the number of observations, $S_{x,p}(t)$ is the joint population survival function and $C_\theta$ is the copula function with parameter vector $\theta$.

The marginal model approach describes another handy method in the analysis of clustered survival data. In this method, clustering is completely not accounted for in the first step. The modelling proceeds as if the event times are independent on each other even when they belong to the same cluster (or subject in a repeated event setting). This approach consists of two stages. In the first stage, an independence working model (IWM) [6] is fitted to the data.

$$h_{ij}(t) = h_{0i}(t)\exp(x_{ij}'\beta), \quad [6]$$

where $h_{ij}(t)$, $h_{0i}(t)$, $X_{ij}$ and $\beta$ are described as in model [3]. Duchateau and Janssen (2008) also provided a clear demonstration to show that the parameter estimates from the IWM are consistent even when clustering is not accounted for. However, the inverse of the information matrix of $\hat{\eta}$ (a vector of parameter estimates) is not a consistent estimator of the asymptotic variance-covariance matrix when the correlation of survival times is ignored as in the IWM (Duchateau and Janssen, 2008). At the second stage, a sandwich estimator (for example the jackknife estimator) is used to estimate the variance of $\hat{\eta}$. 
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A more widely used method in modelling survival data with clustering is the so-called shared frailty model (McGilchrist and Aisbett, 1991). This is an alternative formulation of the random effects model in classical clustered data. A “frailty” is an unobservable random effect shared by subjects within a cluster (or by events within a subject in a repeated event setting), (Klein and Moeschberger, 2003). Clayton (1978) first applied this model in a multivariate situation in his study of chronic disease incidence in families. In this model, the common random effect acts multiplicatively on the hazard rates of all subjects within a cluster (Klein and Moeschberger, 2003).

The model can be seen as an extension of the Cox proportional hazards regression model (Cox, 1972) where we assume that the hazard rate for the jth subject in the ith cluster given the frailty, is of the form:

$$ h_{ij}(t) = h_0(t) \exp(x_{ij}' \beta + w_i), $$

where $h_{ij}(t)$ is the conditional hazard function for the jth subject of cluster i conditional on $w_i$ , $h_0(t)$ is the baseline hazard usually treated parametrically, $X_{ij}$ is the vector of covariates, $\beta$ is the fixed effects vector of dimension p and $w_i$ is the random effect for cluster i . This model can as well be rewritten as

$$ h_{ij}(t) = h_0(t) \varphi_i \exp(x_{ij}' \beta), $$

where $\varphi_i = \exp(w_i)$ is called the frailty for the ith cluster and the $\varphi_i$’s , $i=1,\ldots, s$, are the actual values of a sample from some density $f_{\varphi}$. The parsimony that comes along with this model has made it very popular for use in clustered failure time data (Sujit and Dipak, 1998).

Usually, the choice for a parametric baseline hazard lies in exploiting the classical maximum likelihood techniques in parameter estimation, since the marginal survival likelihood will be fully parametric (Duchateau and Janssen, 2008). The Weibull and the Exponential distribution was used for this purpose. While the exponential baseline hazard function simply assumes the hazard rate to be constant over time, the Weibull is more flexible. The Weibull hazard function can be monotone increasing, decreasing, or constant (Klein and Moeschberger, 2003). Furthermore, according to Duchateau and Janssen (2008), assuming the Weibull distribution for the baseline hazard function is usually an appropriate assumption in most practical situations. Nonetheless, there exist other distributions like the Gompertz, the Loglogistic and the lognormal distributions that have also been suggested. But in the context of parametric frailty models where the marginal survival function is analytically derived, the
major limiting factor behind the use of these distributions for baseline hazard functions lies in the mathematical complexity of the expressions.

As discussed earlier in this section, in parametric shared frailty models the distribution of random affects (the frailty) is required to be specified. The one parameter gamma distribution is the most commonly assumed distribution in the clustered survival data literature. The motivation for the choice of this distribution as discussed by Duchateau and Janssen (2008) lies essentially in the fact that it is easy to analytically integrate out the frailty term in the conditional survival likelihood, resulting in an explicit and simple expression for the marginal survivor function. This integration is however still possible with other distributions suggested in the literature such as: the inverse Gaussian distribution, the compound poison distribution, etc. (Duchateau and Janssen, 2008; Hanagal and Dabade, 2013) they lead to much more complex expressions.

An important feature of recurrent events, such as the recurrent rehospitalisation in our data, is the time ordering of events. If a patient had two rehospitalisations, then the second can only occur sometime after the first has occurred. There therefore exists natural ordering in event times. Moreover, it is very possible that previous hospitalisations could have an influence in the subsequent rehospitalisation times. To account for this feature in frailty models, two forms of time scales are used (Duchateau and Janssen, 2008).

2.2.3.1 Gap Time Representation
In the gap time representation, the time at risk for an event is always reset to start at zero after every event. However, the length of time at risk corresponds to the time since the end of the previous event (or entry to the study in the case of the first event) to the time of the particular event. The frailty model [8] becomes:

\[ h_y(t) = h^\circ(t - y_{it}) \phi \exp(x^\prime y) \quad \text{for} \quad y_{jt} \leq t \leq y_{jt+1}, \quad j = 1, \ldots, n_i \]

And the cumulative hazard \( H_y(y_{it}) \) for the risk period \( j \) of the \( i \)th subject is given by

\[ H_y(y_{it}) = \int_{0}^{y_{it+1}-y_{it}} h_y(t)dt. \]

where \( y_{it} = (y_{it}, y_{it+1})' \) refers to the start and the end of the risk interval \( j \).

The conditional density for subject \( i \), given frailty term, is then given by:
\[ f(t) = h(t \varphi) s(t) , \]

where \( s(t) \) is the survival function.

For a Weibull baseline hazard, the expression becomes:

\[ f(t \varphi) = [\lambda \varphi(t - y_{ij})^{\gamma-1} \varphi \exp(x'_{ij} \beta)]^{\psi} \exp(-\int_0^t \lambda \varphi(t \gamma-1) \varphi \exp(x'_{ij} \beta) dt) , \]  \[9\]

where \( \delta_{ij} \) is the censoring indicator and \( z = y_{ij2} - y_{ij1} \) is the time interval for an event from the start of at risk period \( j \) of subject \( i \) to when the event occurred.

For an exponential baseline, the expression changes to:

\[ f(t \varphi) = [\lambda \varphi \exp(x'_{ij} \beta)]^{\psi} \exp(-\int_0^t \lambda \varphi \exp(x'_{ij} \beta) dt) \]  \[10\]

To obtain the marginal density functions, assuming a one parameter gamma density for the frailty distribution, we integrate the product of the conditional densities [9] and [10] and the gamma density for the frailty distribution as follows:

\[ f(t) = \int_0^\infty [\lambda \varphi(t - y_{ij})^{\gamma-1} \varphi \exp(\beta x) \exp(-\lambda \varphi \exp(\beta x) z^{\rho}) \frac{\varphi^{\gamma-1}}{\theta^{\gamma} \Gamma(1/\theta)} \exp(-\varphi / \theta) \frac{\varphi^{\gamma-1}}{\theta^{\gamma} \Gamma(1/\theta)} d\varphi , \]  \[11\]

for the Weibull case, and:

\[ f(t) = \int_0^\infty [\lambda \varphi \exp(x'_{ij} \beta)]^{\psi} \exp(-\lambda \varphi \exp(x'_{ij} \beta) z^{\rho}) \frac{\varphi^{\gamma-1}}{\theta^{\gamma} \Gamma(1/\theta)} \exp(-\varphi / \theta) \frac{\varphi^{\gamma-1}}{\theta^{\gamma} \Gamma(1/\theta)} d\varphi , \]  \[12\]

for the exponential baseline hazard.

The distribution \( f_\varphi(\varphi) = \frac{\varphi^{\gamma-1} \exp(-\varphi / \theta)}{\theta^{\gamma} \Gamma(1/\theta)} \) is the one parameter gamma density with mean 1 and variance \( \theta \).

Integration and simplifications result in the expressions:

\[ f(t) = \frac{[\lambda \varphi(t - y_{ij})^{\gamma-1} \exp(x'_{ij} \beta)]^{\psi}}{\theta^{\gamma} \Gamma(1/\theta)} x^{\Gamma(1/\theta + \delta_{ij})} (\lambda \gamma \exp(x'_{ij} \beta) Z^{\rho} + 1/\theta)^{(1/\theta + \delta_{ij})} , \]  \[13\]
when the baseline hazard is Weibull distributed, and:

\[
f(t) = \frac{[\lambda \exp(x_i' \beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \times \frac{\Gamma(1/\theta + \delta_i)}{[\lambda \exp(x_i' \beta) Z^{1/\theta} + 1]^{(1/\theta + \delta_i)}},
\]

when the baseline hazard is exponential, and \( \Gamma \) is the gamma function.

Expressions [13] and [14] are marginal density functions for one parameter gamma frailty models assuming the Weibull and exponential baseline hazards respectively.

Details on integration and simplifications to obtain these marginal density functions are provided in Appendix A.

2.2.3.2. Calendar Time Representation

In this form of time representation, the length of the at risk period for an event is the same as in the gap time representation; that is, the time since the end of the previous event (or entry into the study in the case of the first event), to the time when the particular event occurred. However, the start of the at risk period is not reset to zero as was the case under gap time representation, but is rather the actual time since entry into the study. In this case, the frailty model [8] is now described as:

\[
h_y(t) = h_o(t) \phi_i \exp(x_i' \beta) \quad \text{for} \quad y_{ij1} \leq t \leq y_{ij2}, \quad j = 1, ..., n_i,
\]

where \( t \) in this case refers to the time since entry into the study. The cumulative hazard \( H_y(y_{ij}) \) for at risk period \( j \) of the \( i^{th} \) subject is now given by

\[
H_y(y_{ij}) = \int_{y_{ij1}}^{y_{ij2}} h_y(t) dt,
\]

with \( y_{ij} = (y_{ij1}, y_{ij2})' \) as described in section 2.2.3.1.

The conditional density for subject \( i \), given the frailty term, is then given by:

\[
f(t/ \varphi) = h_y(t/ \varphi) s(t)
\]

where \( s(t) \) is the survival function.

For a Weibull baseline hazard, the expression becomes:
where $\delta_{ij}$ is the censoring indicator, $y_{ij1}$ and $y_{ij2}$ are the start and end of the at risk period $j$ for an event in subject $i$ respectively.

For an exponential baseline hazard, expression [10] becomes:

$$f(t) = \left[ \lambda \rho \exp(x_i' \beta) \right]^{\delta_{ij}} \exp\left(- \int_{y_{ij1}}^{y_{ij2}} \lambda \rho \exp(x_i' \beta) dt \right)$$

To obtain the marginal density function, assuming a one parameter gamma density for the frailty distribution, we integrate as follows:

$$f(t) = \int_0^\infty \left[ \lambda \rho \exp(x_i' \beta) \right]^{\delta_{ij}} \exp\left(- \int_{y_{ij1}}^{y_{ij2}} \lambda \rho \exp(x_i' \beta)(y_{ij2} - y_{ij1}) \right) \frac{\varphi_{i/\theta - 1} \exp(-\varphi_i / \theta)}{\theta^{\varphi_i} \Gamma(1 / \theta)} d\varphi_i$$

when the baseline hazard is Weibull, and

$$f(t) = \int_0^\infty \left[ \lambda \exp(\beta x) \right]^{\delta_{ij}} \exp\left(- \lambda \exp(\beta x)(y_{ij2} - y_{ij1}) \right) \frac{\varphi_{i/\theta - 1} \exp(-\varphi_i / \theta)}{\theta^{\varphi_i} \Gamma(1 / \theta)} d\varphi_i$$

when the baseline hazard is exponential. Integrating and simplifying expressions [17] and [18] results in the expressions:

$$f(t) = \left[ \lambda \rho \exp(\beta x) \right]^{\delta_{ij}} \Gamma(1 / \theta + \delta_{ij}) \frac{\Gamma(1 / \theta + \delta_{ij})}{\lambda \exp(\beta x)(y_{ij2} - y_{ij1}) + 1 / \theta}$$

for the Weibull, and

$$f(t) = \left[ \lambda \exp(\beta x) \right]^{\delta_{ij}} \Gamma(1 / \theta + \delta_{ij}) \frac{\Gamma(1 / \theta + \delta_{ij})}{\lambda \exp(\beta x)(y_{ij2} - y_{ij1}) + 1 / \theta}$$

for the exponential case, where $\Gamma$ is once again the gamma function.

Again, details on the integration and simplifications of expressions [19] and [20] are provided in Appendix A.
An interesting observation to note is that when we replace $z = y_{ij2} - y_{ij1}$ in expression 14, expressions 14 and 20 are exactly the same. This implies that, for the exponential baseline hazard, the calendar and gap time representations are not different. This is related to the fact that the exponential distribution is memoryless (Duchateau et al., 2003).

For the entire analysis, the common assumption of right censoring and that the censoring was non-informative (that is, independent of event times) was adopted.

### 2.2.4. Model Selection

In a model building process in survival analysis, many approaches have been suggested. These include the standard automatic search procedures like the backward, forward and stepwise procedures.

In this study, the backward selection procedure was applied. This selection procedure proceeded by fitting a model with all the main effects and, at each step, the predictor with the most insignificant p-value was dropped, until no predictor could be dropped from the model, assuming a 5% level of significance.

### 2.2.5. Statistical Software

Statistical analysis was conducted in SAS version 9.3 while R version 3.0.2 was used to obtain Kaplan-Meier plot. Specifically, in SAS 9.3, the NLMIXED procedure was used to fit the frailty models for both calendar and gap time representations. Of notable attention in the NLMIXED procedure is the use of starting values and various optimisation techniques that have serious impact in achieving model convergence and even inference (Kiernan et al., 2012). In this regard, starting values for the various parameters in each frailty model were obtained by fitting a similar model in PROC LIFEREG and extracting the parameter estimates. The SAS LIFEREG procedure fits parametric univariate survival models (that is under independence assumption of event times) using the loglinear model representation. Since the frailty models were of proportional hazards nature, transformation of the parameters to the proportional hazards representation was done as discussed by Duchateau and Janssen (2008) before use. For homogeneity purposes, the Newton-Raphson optimisation technique was used throughout the analysis. Furthermore, to ease model convergence, all quantitative covariates and the response variables were rescaled to values between zero and one; this was done by dividing with the largest observation of the respective variable. All statistical tests were conducted at 5% level of significance.
3. Results

3.1. Exploratory Data Analysis
There were 80 telemonitored CHF patients, of which 50 were males, and 30 were females. The average age of the patients was 76(9.67) years, with a minimum and maximum of 46 and 95 years, respectively. The average patient fitness measure (NYHA) was 3.06(0.49) with a minimum of 2 and maximum of 4. The mean left ventricular ejection fraction (LVEF) was 35.57(15.45) %, with a minimum 12.5% and a maximum of 80%. There were 44 patients with a normal heart rhythm, and 36 with abnormal heart rhythm. For the cardiac muscle fibre stretch measure, the average N-Terminal-pro-Brain Natriuretic Peptide (NT-proBNP) was 4993.22(6835.61), with a minimum of 16 and 37690.00 as the maximum. Four patients had missing measurements for the NT-proBNP variable; these patients were not included in the analyses.

Throughout the study, 64 patients did not get any rehospitalisation (censored patients) and 16 patients were rehospitalised. Of these 16, one had 3 rehospitalisations, two had 2 rehospitalisations, and the remaining 13 had one rehospitalisation each. These made a total of 20 rehospitalisations (events) in the entire study period.
Figure 3.1 Kaplan-Meier survival estimate for time to rehospitalisation

Figure 3.1 presents the Kaplan-Meier survival estimate with 95% confidence interval for time to rehospitalisation. The curve has jumps at event times. The probability of patients staying without rehospitalisation post discharge slowly decreased with time (days post discharge). However, it is important to note that this plot is non-parametric and also does not take the repeated nature of events in subjects into consideration. Therefore, one should avoid over-interpreting it.

3.2. Statistical Analysis
Tables 3.2.1 and 3.2.2 show the results obtained from fitting the frailty model with all main effects assuming a Weibull and exponential baseline hazard respectively, considering both calendar and gap time representations. All first order interactions could not be investigated because of model non-convergence.
Table 3.2.1 Results of the frailty model with all the main effects and Weibull baseline hazard

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calendar time Representation</th>
<th>Gap time representation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Standard Error</td>
</tr>
<tr>
<td>Age</td>
<td>-7.4000</td>
<td>6.3107</td>
</tr>
<tr>
<td>Sex</td>
<td>-1.9724</td>
<td>1.5039</td>
</tr>
<tr>
<td>NYHA</td>
<td>-1.9873</td>
<td>6.3298</td>
</tr>
<tr>
<td>LVEF</td>
<td>-5.1255</td>
<td>6.4497</td>
</tr>
<tr>
<td>NTproBNP</td>
<td>7.2095</td>
<td>5.1241</td>
</tr>
<tr>
<td>Heart Rythm</td>
<td>4.1389</td>
<td>1.7904</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>6764.8900</td>
<td>23886</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.9655</td>
<td>0.6937</td>
</tr>
<tr>
<td>$\theta$</td>
<td>15.0981</td>
<td>8.1367</td>
</tr>
<tr>
<td>AIC</td>
<td>89.2000</td>
<td></td>
</tr>
<tr>
<td>-2logLik</td>
<td>71.2000</td>
<td></td>
</tr>
</tbody>
</table>

-2logLik= -2 Log Likelihood, AIC= Akaike’s Information Criterion

Table 3.2.2 Results of the frailty model with all main effects and exponential baseline hazard

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Calendar time representation</th>
<th>Gap time representation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Standard Error</td>
</tr>
<tr>
<td>Age</td>
<td>-4.3033</td>
<td>5.6290</td>
</tr>
<tr>
<td>Sex</td>
<td>-1.0584</td>
<td>0.9452</td>
</tr>
<tr>
<td>NYHA</td>
<td>-1.2833</td>
<td>4.1285</td>
</tr>
<tr>
<td>LVEF</td>
<td>-1.1975</td>
<td>2.9812</td>
</tr>
<tr>
<td>NTproBNP</td>
<td>5.7936</td>
<td>3.6490</td>
</tr>
<tr>
<td>Heart Rythm</td>
<td>2.3325</td>
<td>1.2219</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>20.9667</td>
<td>112.7400</td>
</tr>
<tr>
<td>$\theta$</td>
<td>6.3364</td>
<td>2.8589</td>
</tr>
<tr>
<td>AIC</td>
<td>90.4000</td>
<td></td>
</tr>
<tr>
<td>-2logLik</td>
<td>74.4000</td>
<td></td>
</tr>
</tbody>
</table>

-2logLik= -2 Log Likelihood, AIC= Akaike’s Information Criterion
From Table 3.2.1, a goodness of fit comparison of the calendar and gap time frailty models with the assumed Weibull baseline hazard can be done. This comparison is not possible using the likelihood ratio test since the models are not nested (Duchateau and Janssen, 2008). Therefore, the comparison was done using the Akaike’s information criterion (AIC); this gave a lower value for the calendar time model, providing evidence that this model had a better fit to the data. A similar comparison from Table 3.2.2 for the frailty models with the assumed exponential baseline hazard function showed that the two model fits were equal. The entire results of the two models were exactly the same. This was in line with the observation stated in Section 2.2.3.2, where similar expressions for the marginal density functions were noted for both the calendar and the gap time frailty models, under the exponential baseline. A further goodness of fit comparison of the frailty models between the two baseline hazards (Weibull and exponential) was now possible using the likelihood ratio test, since the exponential model is nested in the Weibull model. The exponential distribution is a special case of the Weibull distribution; the former results when the shape parameter ($\rho$) in the latter is constrained to one. Therefore, the likelihood ratio test statistic is chi-square distributed with degree of freedom one. The test ($H_0 : \rho = 1$) revealed a chi-square test statistic of $74.4000 - 71.2000 = 3.2000$, with $P(x^2 \geq 3.2) = 0.0736$, which was borderline significant. This provided evidence that the frailty model with the Weibull baseline hazard under the calendar time format provided better fit than the exponential counterpart. Attempts for model reduction to achieve a more parsimonious model by using the backward model selection as described in Section 2.2.4 could not lead further model reduction. Therefore, the conclusion was that heart rhythm was the lone significant covariate with a relative risk (or hazard ratio) of $\exp(4.1389) = 62.7338$ with a 95% confidence interval of $\exp(4.1389 \pm 1.96 \times 1.7904) = [1.8770, 2096.6250]$. This implies that the risk of rehospitalisation is about 63 times higher in a patient with an abnormal heart rhythm compared to when that same patient has a normal heart rhythm given that all other covariates were held constant. The estimate for $\rho$ is equal to 1.9655 which is substantially larger than one. The hazard function increases with time. This means that the rehospitalisation event rate increases with time since entry into the study. However, it is clear that the confidence interval for the relative risk is very wide. This implies a high degree of uncertainty in the estimation. In the same vein, standard errors of the parameter estimates for all models and in both time formats are also large, implying low precision in parameter estimations. Further still, the estimate for the scale parameter ($\lambda$) which is a measure of the spread of a distribution is also very large with a large standard
error. This suggests that there could be large variability in the data. Moreover, the estimate for the variance of the frailty distribution (the heterogeneity parameter, \( \theta \)) is 15.0981 in the best fitting model (calendar time frailty model with Weibull baseline hazard), and generally also very large in the other models. This implies that there is high between cluster (patient) variability and high correlation between events within same patient with a Kendall’s tau estimated as 
\[
\frac{\hat{\theta}/(\hat{\theta}+2)}{15.0981/(15.0981+2)} = 0.8830
\]
with a standard error estimated as 
\[
\frac{2\times S.E(\hat{\theta})}{(2+\hat{\theta})^2} = \frac{(2\times8.1367)}{(2+15.0981)^2} = 0.0557.
\]
A further exploratory investigation was done by fitting the covariates one in turn in the model and it was observed that the estimated value of the scale parameter (\( \lambda \)) drastically reduced in all scenarios with a corresponding reduction in its standard error (results not shown). This could suggest the high estimate for \( \lambda \) observed in Tables 3.2.1 and 3.2.2 with all main effects is contributed by the fact that there were many parameters to estimate with a small sample size (events) compared to the reduced parameters scenario (single covariate models) where parameter estimation was more precise. Secondly, to check the influence of the scale parameter estimation on the model fit, the parameter was fixed at variable values and the change in the log likelihood observed (results not shown) and indeed model fit improved with an increase in the specified value of \( \lambda \). This suggested an influence of the \( \lambda \) parameter estimation on model fit.

6. Discussion

The main objective of this study was to study the relationship between baseline patient characteristics and the risk of rehospitalisation in CHF patients. Being a clustered survival data setting with some time ordinality in repeated events, the popular one parameter gamma shared frailty model with calendar and gap time representations was used. In both cases, the Weibull and the exponential distributions were assumed for the baseline hazard functions. Of the 80 patients, 16 had rehospitalisations by the end of the study, with one patient having three rehospitalisations, and two patients having two rehospitalisations. The results showed that the frailty model with the Weibull baseline hazard provided a better fit to the data as compared to the frailty model with an exponential baseline hazard. For the time representations, the frailty model with the calendar time representation provided better fit as compared to the frailty model with the gap time representation, assuming Weibull baseline
hazards for both. The patient’s heart rhythm status was found to be associated with the risk of rehospitalisation in CHF patients, with abnormal heart rhythm patients at a higher risk of being rehospitalised compared to if he/she had a normal heart rhythm. These results are in line with the findings of Korte et al. (2000) and Linssen et al. (2011) who also found abnormal heart rhythm patients to be at higher risk of being rehospitalised. Due to the sample size limitations in this study, it is important to note that these results may not rule out the possible prognostic ability of other covariates. Such covariates may include the N-terminal pro-brain natriuretic peptide, left ventricular ejection fraction, etc., that have been noted as well-known prognostic factors in chronic heart failure (Yukiko et al., 2007). Based on the suggestion of Peduzzi et al. (1995), at least 10 events were required for each covariate to be investigated. Therefore, having just 20 events and even then, some clustered, estimating as much as six covariates poses a possibility of false negative/positive results (Peduzzi et al., 1995; Bradburn et al., 2003).

7. Conclusion

From our results, the Weibull baseline hazard with the calendar time representation provided better fit as compared to the exponential baseline hazard and the gap time representations respectively. Furthermore, given the data at hand, the patient’s heart rhythm status was prognostic for time to rehospitalisation in telemonitored CHF patients with abnormal heart rhythm patients at higher risk of rehospitalisation. However, the reliability of these results may be questionable due to sample size limitations.

8. Limitations and Recommendations.

The main limitation to this study was that of small sample size (few patients that experienced the events). With this, one cannot completely rule out possible bias on parameter estimation and the fact that some potential prognostic factors could have been missed. Therefore, it is strongly recommended that this investigation be done in a larger study to be able to answer the research question.
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10. Appendix

10.1. Appendix A

Derivation of Marginal density Functions

The assumed distribution for random frailty is the one parameter gamma given by:

\[ f_{\phi_i}(\phi) = \frac{\phi^{\omega-1} \exp(-\phi \theta)}{\theta^{\omega} \Gamma(1/\theta)} , \]

with \( \Gamma \) the gamma function. We note that \( E(\phi) = 1 \) and \( Var(\phi) = \theta \)

Frailty Model with the weibull distributed baseline hazard \( (h_o(t) = \lambda \rho t^{\omega-1}) \)

Gap time representation

The conditional Hazard function for the \( j^{th} \) event of subject \( i \), given the frailty term is given by:

\[ h_j(t|\phi) = h_o((t- y_{ij}))\phi_i \exp(x_{ij}\beta) , \]

where \( h_o(t) \) is the baseline hazard, \( \phi_i \) is called the frailty for the \( i^{th} \) subject, \( \beta \) is the fixed effect vector of dimension \( p \), \( x_{ij} \) is the vector of covariates.

Let \( Z = \text{Riskend}(y_{ij2}) - \text{Riskstart}(y_{ij1}) \) (the time interval from the risk of an event to when the event occur).

Therefore the Cumulative hazard function for at risk period \( j \) of subject \( i \) is given by:

\[ H_y(t)_{\text{riskend-riskstart}} = \int_0^Z h_y(t)dt = \int_0^Z h_y(t)dt . \]

The Conditional survivor density for subject \( i \), given frailty term:

\[ f(u|\phi) = h_y(u|\phi) s(t) \quad \text{Where } s(t) \text{ is the survival function} \]

\[ = [\lambda \rho(t-y_{ij})^{\omega-1} \phi_i \exp(x_{ij}\beta)]^{\delta_i} \exp(-\int_0^t h_y(t)dt) ; \text{where } \delta_i \text{ is the censoring indicator} \]
\[
= [\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp\left(-\int_0^t \lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta) dt\right)
\]

\[
= [\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp\left(-\lambda \varphi_t \exp(x'_t \beta) \right) \int_0^t \rho^{\alpha_1 - 1} dt
\]

\[
= [\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp\left(-\lambda \varphi_t \exp(x'_t \beta) \right) Z^{\alpha_1}
\]

It follows therefore that, the marginal density for the \( i^{th} \) subject is given by:

\[
f(t) = \int_0^\infty [\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp\left(-\lambda \varphi_t \exp(x'_t \beta) \right) Z^{\alpha_1} \frac{\varphi_t^{1/\theta - 1} \exp(-\varphi_t / \theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\varphi_t
\]

\[
= \frac{[\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t}}{\theta^{1/\theta} \Gamma(1/\theta)} \int_0^\infty \varphi_t^{1/\theta - 1} \exp(-\lambda \varphi_t \exp(x'_t \beta) Z^{\alpha_1}) \varphi_t^{1/\theta - 1} \exp(-\varphi_t / \theta) d\varphi_t
\]

Which reduces to:

\[
\frac{[\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t}}{\theta^{1/\theta} \Gamma(1/\theta)} \times \frac{\Gamma(1/\theta + \delta_t)}{(1/\theta \exp(x'_t \beta) Z^{\alpha_1} + 1/\theta)^{-1(1/\theta + \delta_t)}}
\]

\[
= \frac{[\lambda \rho(t - y_{gt})^{\alpha_1 - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t}}{\theta^{1/\theta} \Gamma(1/\theta)} \times \frac{\Gamma(1/\theta + \delta_t)}{(\lambda \exp(x'_t \beta) Z^{\alpha_1} + 1/\theta)^{(1/\theta + \delta_t)}}
\]

Where \( \Gamma \) is the gamma function.

**Calendar time representation**

For the calendar time representation, we are interested in exact times when the risk begins and when the event occurs.

So we let \( y_{g1} = \text{Riskstart} \) and \( y_{g2} = \text{riskend} \)

Hence the conditional density becomes
\[ f(t \mid \varphi) = [\lambda \rho t^{\delta - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp(- \int_{y_{t1}}^{y_{t2}} h(y,t) dt) \]
\[ = [\lambda \rho t^{\delta - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp(- \int_{y_{t1}}^{y_{t2}} \lambda \rho t^{\delta - 1} \varphi_t \exp(x'_t \beta) dt) \]
\[ = [\lambda \rho t^{\delta - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp(- \lambda \varphi_it \exp(x'_t \beta) \int_{y_{t1}}^{y_{t2}} t^{\delta - 1} dt) \]
\[ = [\lambda \rho t^{\delta - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp(- \lambda \varphi_it \exp(x'_t \beta)(y_{t2} - y_{t1})) \]

And the Marginal density for the \( i \)th subject is therefore given by

\[ f(t) = \int_0^\infty [\lambda \rho t^{\delta - 1} \varphi_t \exp(x'_t \beta)]^{\delta_t} \exp(- \lambda \varphi_it \exp(x'_t \beta)(y_{t2} - y_{t1})) \frac{\varphi_i^{1/\theta - 1} \exp(- \varphi_i / \theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\varphi_i \]
\[ = \int_0^\infty [\lambda \rho t^{\delta - 1} \exp(x'_t \beta)]^{\delta_t} \frac{\varphi_i^{1/\theta - 1} \exp(- \lambda \varphi_it \exp(x'_t \beta)(y_{t2} - y_{t1})) \varphi_i^{1/\theta - 1} \exp(- \varphi_i / \theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\varphi_i \]
\[ = \int_0^\infty [\lambda \rho t^{\delta - 1} \exp(x'_t \beta)]^{\delta_t} \frac{\varphi_i^{1/\theta + \delta_t - 1} \exp(- \lambda \varphi_it \exp(x'_t \beta)(y_{t2} - y_{t1})) + 1/\theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\varphi_i \]

Which reduces to:

\[ \frac{[\lambda \rho t^{\delta - 1} \exp(x'_t \beta)]^{\delta_t}}{\theta^{1/\theta} \Gamma(1/\theta)} \frac{\Gamma(1/\theta + \delta_t)}{(\lambda \exp(x'_t \beta)(y_{t2} - y_{t1}) + 1/\theta)^{(1/\theta + \delta_t)}} \]

where \( \Gamma \) is the gamma function.

**Exponential distribution with baseline hazard**: \( h_o(t) = \lambda \)

**Gap time representation**

Again we are not interested in the exact times when the risk for an even starts and ends, but just the time interval when the risk for an event starts to when the event occurs.

The conditional hazard function, given the frailty is given by
\[ h_i(t/\varphi) = h_0(t)\varphi \exp(x_i'\beta) \]

\[ = \lambda \varphi \exp(x_i'\beta) \]

The conditional density function for subject \( i \), given the frailty, is therefore:

\[ f(t/\varphi) = [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\int_0^t h_i(t)dt) \] where \( \delta_i \) is the censoring indicator and \( Z \) is the time interval from when the risk for an event starts to when it ends.

\[ = [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\int_0^t \lambda \varphi \exp(x_i'\beta) dt) \]

\[ = [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\lambda \varphi \exp(x_i'\beta)Z) \]

It again follows that the marginal density for the \( i^{th} \) subject is given by:

\[ f(t) = \int_0^\infty [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\lambda \varphi \exp(x_i'\beta)Z) \frac{\varphi^{1/\theta-1} \exp(-\varphi / \theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\varphi \\
= \frac{[\lambda \exp(x_i'\beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \int_0^\infty \varphi^{1/\theta-1} \exp(-\varphi \lambda \exp(x_i'\beta)Z+1/\theta) d\varphi \\
= \frac{[\lambda \exp(x_i'\beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \varphi^{(1/\theta+\delta_i)-1} \exp(-\varphi \lambda \exp(x_i'\beta)Z+1/\theta) d\varphi \\
= \frac{[\lambda \exp(x_i'\beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \Gamma(1/\theta+\delta_i) \frac{\varphi^{(1/\theta+\delta_i)}}{(\lambda \exp(x_i'\beta)Z+1/\theta)^{(1/\theta+\delta_i)}} \]

Which again reduces to:

\[ = \frac{[\lambda \exp(\beta x)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} x \frac{\Gamma(1/\theta+\delta_i)}{(\lambda \exp(\beta x)Z+1/\theta)^{(1/\theta+\delta_i)}} \]

Where \( \Gamma \) is the gamma function.

**Calender time representation**

Under The calendar time representation, the derivation flow in same way as in gap time representation to conditional density function which becomes:

\[ h_i(t/\varphi) = h_0(t)\varphi \exp(x_i'\beta) \]

\[ = \lambda \varphi \exp(x_i'\beta) \]

The conditional density function for subject \( i \), given the frailty, is therefore:

\[ f(t/\varphi) = [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\int_0^t h_i(t)dt) \] where \( \delta_i \) is the censoring indicator and \( Z \) is the time interval from when the risk for an event starts to when it ends.

\[ = [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\int_0^t \lambda \varphi \exp(x_i'\beta) dt) \]

\[ = [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\lambda \varphi \exp(x_i'\beta)Z) \]

It again follows that the marginal density for the \( i^{th} \) subject is given by:

\[ f(t) = \int_0^\infty [\lambda \varphi \exp(x_i'\beta)]^{\delta_i} \exp(-\lambda \varphi \exp(x_i'\beta)Z) \frac{\varphi^{1/\theta-1} \exp(-\varphi / \theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\varphi \\
= \frac{[\lambda \exp(x_i'\beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \int_0^\infty \varphi^{1/\theta-1} \exp(-\varphi \lambda \exp(x_i'\beta)Z+1/\theta) d\varphi \\
= \frac{[\lambda \exp(x_i'\beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \varphi^{(1/\theta+\delta_i)-1} \exp(-\varphi \lambda \exp(x_i'\beta)Z+1/\theta) d\varphi \\
= \frac{[\lambda \exp(x_i'\beta)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} \Gamma(1/\theta+\delta_i) \frac{\varphi^{(1/\theta+\delta_i)}}{(\lambda \exp(x_i'\beta)Z+1/\theta)^{(1/\theta+\delta_i)}} \]

Which again reduces to:

\[ = \frac{[\lambda \exp(\beta x)]^{\delta_i}}{\theta^{1/\theta} \Gamma(1/\theta)} x \frac{\Gamma(1/\theta+\delta_i)}{(\lambda \exp(\beta x)Z+1/\theta)^{(1/\theta+\delta_i)}} \]
\[ f(t) = \left[ \lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta}) \right]^\theta_i \exp(-\int_{t_i}^{t} \lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta}) dt) \]

\[ = \left[ \lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta}) \right]^\theta_i \exp(-\int_{t_i}^{t} \lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta}) dt) \]

\[ = \left[ \lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta}) \right]^\theta_i \exp(-\lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta})) \int_{t_i}^{t} dt \]

\[ = \left[ \lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta}) \right]^\theta_i \exp(-\lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta})(y_{i2} - y_{i1})) \]

And the Marginal density for the \( i^{th} \) subject is given by:

\[ f(t) = \int_0^\infty \left[ \lambda \phi_i \exp(\mathbf{\beta} x) \right]^\theta_i \exp(-\lambda \phi_i \exp(\mathbf{\beta} x)(y_{i2} - y_{i1})) \frac{\phi_i^{1/\theta - 1} \exp(-\phi_i / \theta)}{\theta^{1/\theta} \Gamma(1/\theta)} d\phi_i \]

\[ = \frac{\lambda \exp(\mathbf{x}_i^t \mathbf{\beta})}{\theta^{1/\theta} \Gamma(1/\theta)} \int_0^\infty \phi_i^{1/\theta - 1} \exp(-\lambda \phi_i \exp(\mathbf{x}_i^t \mathbf{\beta})(y_{i2} - y_{i1})) \phi_i^{1/\theta - 1} \exp(-\phi_i / \theta) d\phi_i \]

\[ = \frac{\lambda \exp(\mathbf{x}_i^t \mathbf{\beta})}{\theta^{1/\theta} \Gamma(1/\theta)} \Gamma(1/\theta + \delta_i) \frac{\Gamma(1/\theta + \delta_i)}{(\lambda \exp(\mathbf{x}_i^t \mathbf{\beta})(y_{i2} - y_{i1}) + 1/\theta)^{1/\theta + \delta_i}} ; \]

which reduces to

\[ \frac{\lambda \exp(\mathbf{x}_i^t \mathbf{\beta})}{\theta^{1/\theta} \Gamma(1/\theta)} \frac{\Gamma(1/\theta + \delta_i)}{(\lambda \exp(\mathbf{x}_i^t \mathbf{\beta})(y_{i2} - y_{i1}) + 1/\theta)^{1/\theta + \delta_i}} ; \]

where \( \Gamma \) is again the gamma function.
10.2 Appendix B.
Selected Codes

R codes

/* Kaplan-Meier Plot*/

/*Dataset name=data3*/
library(survival)
msurv <- with(data3, Surv(day, status==1))
mfit <- survfit(Surv(day, status == 1)~ 1, data = data3)
plot(mfit, ylab="Survival Probability",xlab="Time to Rehospitalisation(Days)")

SAS Codes

/*Dataset name= thesis.*/
/*Delete observations with missing NTproBNP measurements*/
data reduced;
set thesis;
if NTproBNP=. then delete;
run;

/*rescaling variables*/
data sreduced;
set reduced;
sage= age/(95);
sNYHA= nyha/4;
sLVEF= LVEF/80;
sNTproBNP= NTproBNP/37690;
cresp=day/185;
sday=cresp;/*cresp=scaled Response to use in calender time representation */
sriskstart=riskstart/185;
sriskend=riskend/185;
sresp=sriskend-sriskstart;/*scaled Response to use in Gap time representation*/
run;quit;

/*Programming categorical variables to use in prog lifereg, to get starting values*/

/*Lifereg models "0s" in categorical variables while Nlmixed models "1s". So we now reverse the coding in sex and heartrym to use in lifereg for comparability with NLMIXED*/
data treduced;
set sreduced;
if sex= 1 then tsex=0;
else tsex=1;
if heartrym= 1 then theartrym= 0;
else theartrym=1;run;quit;
/*WEIBULL BASELINE*/
/*Get Starting Values*/
proc lifereg data=treduced;
class tsex theartrym;
model sday*status(0)=sage tsex sNYHA sLVEF sNTproBNP theartrym;
run;quit;

/*Starting Values Gotten*/
/*
parms beta1=-0.737325248 beta2=-0.365167593 beta3=-0.404244568 beta4=-0.264780192
beta5=1.473892538 beta6=0.793245747
lamda=0.43397644
rho=0.842176183;*/

/*Gap time Frailty Model*/
proc nlmixed data=sreduced tech=newrap;
bounds lamda > 0, rho > 0, theta > 0;
parms beta1=-0.737325248 beta2=-0.365167593 beta3=-0.404244568 beta4=-0.264780192
beta5=1.473892538 beta6=0.793245747
lamda=0.43397644
rho=0.842176183;
mu=exp(beta1*sage + beta2*sex + beta3*sNYHA + beta4*sLVEF + beta5*sNTproBNP + beta6*theartrym);
ll= log((lamda*rho*((sriskend-sriskstart)**(rho-1))*mu)**status) + lgamma((1/theta)+status) -log(theta**(1/theta))
model sresp ~ general(ll);
run;quit;

/*Calender time Frailty Model*/
proc nlmixed data=sreduced tech=newrap;
bounds lamda > 0, rho > 0, theta > 0;
parms beta1=-0.737325248 beta2=-0.365167593 beta3=-0.404244568 beta4=-0.264780192
beta5=1.473892538 beta6=0.793245747
lamda=0.43397644
rho=0.842176183;
mu=exp(beta1*sage + beta2*sex + beta3*sNYHA + beta4*sLVEF + beta5*sNTproBNP + beta6*theartrym);
ll= log((lamda*rho*(sday**(rho-1))*mu)**status) + lgamma((1/theta)+status) -log(theta**(1/theta))
\[ -\text{lgamma}(1/\theta) \]
\[ -\log((\lambda \mu (sriskend^{**\rho} - sriskstart^{**\rho}) + (1/\theta))^{**((1/\theta)+status))}; \]
model cresp ~ general(ll);
run; quit;

/*EXPOSIENTIAL BASELINE*/

/*Get Starting Values*/

proc lifereg data=treduced ;
class tsex theartrym;
model sday*status(0)= sage tsex sNYHA sLVEF sNTproBNP theartrym/Distribution= Exponential;
run;quit;

/*Starting Values Gotten*/

parms beta1=-0.7563 beta2=-0.3678 beta3=-0.3697 beta4=-0.2562 beta5=1.475
beta6=0.7901
lamda=0.436310994 */

/*Gap time Frailty Model*/

proc nlmixed data=sreduced tech=newrap;
bounds lamda > 0,theta > 0;
parms beta1=-0.7563 beta2=-0.3678 beta3=-0.3697 beta4=-0.2562 beta5=1.475
beta6=0.7901
lamda=0.436310994;

mu=exp( beta1*sage + beta2*sex + beta3*sNYHA + beta4*sLVEF + beta5*sNTproBNP + beta6*heartrym);

LL = status*log(lamda*mu)+lgamma(((1/\theta) +status) - log(\theta**((1/\theta))) - lgamma((1/\theta))
-((1/\theta) + status)*log(lamda*mu*(sriskend-sriskstart) + (1/\theta));
model sresp ~ general(ll);
run; quit;

/*Calender time Frailty Model*/

proc nlmixed data=sreduced tech=newrap;
bounds lamda > 0,theta > 0;
parms beta1=-0.7563 beta2=-0.3678 beta3=-0.3697 beta4=-0.2562 beta5=1.475
beta6=0.7901
lamda=0.436310994 ;

mu=exp( beta1*sage + beta2*sex + beta3*sNYHA + beta4*sLVEF + beta5*sNTproBNP + beta6*heartrym);
ll= status*log(lamda*mu) +lgamma((1/theta) + status) -log(theta**(1/theta)) -lgamma(1/theta) -((1/theta) +status)*log(lamda*mu*(sriskend-sriskstart) + (1/theta));

model cresp ~ general(ll);
run; quit;

/*Univariate Analysis Using Calender time Frailty Model with Weibull baseline(Best Fitting Model)*/

/*/AGE/*/ 
/*/Get starting Values*/
proc lifereg data= treduced ;
model sday*status(0)= sage ;
rn;quit;

/*/Starting Values Gotten*/
/*
parms beta1=0.53023722
 lamda=0.160906874
 rho=0.835282325
 */

/*/Frailty Model*/
proc nlmixed data= sreduced tech=newrap ;
bounds  lamda > 0, rho > 0,theta > 0;
parms beta1=0.53023722
 lamda=0.160906874
 rho=0.835282325;

mu=exp(beta1*sage );

ll= log(((lamda*rho*(sday**(rho-1))*mu)**status) + lgamma((1/theta)+status) -log(theta**(1/theta)) -lgamma(1/theta)
 -log((lamda*mu*(sriskend**rho - sriskstart**rho) + (1/theta))**(1/theta)+status));
model cresp ~ general(ll);
run; quit;

/*/SEX*/
/*/Get starting Values*/
proc lifereg data= treduced ;
model sday*status(0)= tsex ;
rn;quit;

/*/Starting Values Gotten*/
/*
parms beta2=0.197523634
 lamda=0.227246472
 rho=0.836610056
 */

/*/Frailty Model*/
proc nlmixed data= sreduced tech=newrap ;
bounds  lamda > 0, rho > 0,theta > 0;
parms beta2=0.197523634
    lamda=0.227246472
    rho=0.836610056;
mu=exp(beta2*sex);
ll= log((lamda*rho*(sday**(rho-1)))*mu)**status) + lgamma((1/theta)+status)
  -log(theta)**(1/theta))
  -lgamma(1/theta)
  -log((lamda*mu*(sriskend**rho - sriskstart**rho) + (1/theta))**((1/theta)+status));
model cresp ~ general(ll);
run; quit;
/*NYHA*/
/*Get starting Values*/
proc lifereg data= treduced  ;
model sday*status(0)= sNYHA ;
run;quit;
/*Starting Values Gotten*/
/*
 parms beta3=1.338390612
    lamda=0.087396423
    rho=0.838222967
 */
/*Frailty Model*/
proc nlmixed data= sreduced tech=newrap ;
bounds lamda > 0, rho > 0,theta > 0;
parms beta3=1.338390612
    lamda=0.087396423
    rho=0.838222967;
mu=exp(beta3*sNYHA);
ll= log((lamda*rho*(sday**((rho-1)))*mu)**status) + lgamma((1/theta)+status)
  -log(theta)**(1/theta))
  -lgamma(1/theta)
  -log((lamda*mu*(sriskend**rho - sriskstart**rho) + (1/theta))**((1/theta)+status));
model cresp ~ general(ll);
run; quit;
/*LVEF*/
/*Get starting Values*/
proc lifereg data= treduced  ;
model sday*status(0)= sLVEF ;
run;quit;
/*Starting Values Gotten*/
/*
 parms beta4=-0.31937829
 */
lambda=0.282977403
rho=0.835631319

/*Frailty Model*/
proc nlmixed data= sreduced tech=newrap;
bounds lambda > 0, rho > 0, theta > 0;
parms beta4=-0.31937829
    lambda=0.282977403
    rho=0.835631319;
mu=exp(beta4*sLVEF);
ll= log((lambda*rho*(sday**(rho-1))*mu)**status) + lgamma((1/theta)+status)
    -log(theta**(1/theta))
    -log((lambda*mu*(sriskend**rho - sriskstart**rho) + (1/theta))**((1/theta)+status));
model cresp ~ general(ll);
run; quit;

/*NTproBNP*/

/*Get starting Values*/
proc lifereg data= treduced;
model sday*status(0)= sNTproBNP;
run; quit;
/*Starting Values Gotten*/
/*
parms beta5=1.079868985
    lambda=0.20745179
    rho=0.83984211
*/

/*Frailty Model*/
proc nlmixed data= sreduced tech=newrap;
bounds lambda > 0, rho > 0, theta > 0;
parms beta5=1.079868985
    lambda=0.20745179
    rho=0.83984211;
mu=exp(beta5*sNTproBNP);
ll= log((lambda*rho*(sday**(rho-1))*mu)**status) + lgamma((1/theta)+status)
    -log(theta**(1/theta))
    -log((lambda*mu*(sriskend**rho - sriskstart**rho) + (1/theta))**((1/theta)+status));
model cresp ~ general(ll);
run; quit;
/*Heartrym*/

/*Get starting Values*/
proc lifereg data=treduced;
model sday*status(0)= Heartrym;
run;quit;
/*Starting Values Gotten*/

/*Frailty Model*/
proc nlmixed data=sreduced tech=newrap;
bounds lamda > 0, rho > 0, theta > 0;
parms beta6=-0.665128764
    lamda=0.331425026
    rho=0.838855801
mu=exp(beta6*Heartrym);
ll=log((lamda*rho*(sday**(rho-1))*mu)**status) + lgamma((1/theta)+status)
    -log(theta**((1/theta))
    -lgamma(1/theta)
    -log((lamda*mu*(sriskend**rho - sriskstart**rho) + (1/theta))**((1/theta)+status));
model cresp ~ general(ll);
run;quit;
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