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ABSTRACT

In an efficient transportation system, traffic safety is an important issue and it is influenced by many factors. In a country like Iran, until now safety improvements are mainly concentrated on road engineering activities, without much attention for vehicle technology or driving behavior. One important aspect of road safety engineering activities is the so-called treatment of hotspots or dangerous accident locations. Until recently, accident hotspots were identified and remedied by the experts’ personal judgments and a hand-full of statistics without taking into account other important factors such as geometric and traffic conditions of the road network. This paper therefore aims to define and identify the criteria for accident hotspots, then giving a value to each criterion in order to develop a model to prioritize accident hotspots when traffic accident data is not available. To do this, the "Delphi" method has been adopted and a prioritization model is produced by the use of a "Multiple Criteria Decision Making" (MCDM) method. The procedure is illustrated on a collection of 20 road sections in Iran. In addition, the model is validated against an existing database of road sections containing safe locations and hotspots. Finally, a sensitivity analysis is carried out on the proposed method.
INTRODUCTION

Because of Iran’s degree of urbanization, its extended country surface, long distances between main cities and its privileged location at the crossroad of international trade routes, transportation and mainly traffic safety is one of the most important challenges for Iranian road planners and the general public. For instance, in the past few years the number of vehicles including motorcycles has increased dramatically from 6,380,600 in 2000 to 14,174,400 in 2005 (an increase of 122%) whereas the total length of main and local roads in Iran has increased ‘only’ from 173,240 km in 2000 to 181,900 km in 2005 (an increase of 5%) (1). In other words, the rate of road infrastructure development has not kept up with the rate of motorization causing severe problems of congestion and road safety.

With respect to road safety, the current situation in Iran is indeed among the worst worldwide. For instance, in 1995, around 10,000 road fatalities and more than 50,000 injuries were reported. Only 5 years later, more than 15,000 people died and more than 87,000 were injured in traffic accidents in Iran (2) and the problem is still getting worse. Whereas most western countries experienced a continuous decline in the number of road fatalities during the past decades, the number of road accident fatalities and injuries in Iran has reached to respectively 30,000 and 285,000 in 2006 (3). Given that the population of Iran was 66,360,000 in 2000 and around 70,000,000 in 2006 (4), the rate of road accident fatalities increased from 22.6 to 42.9 per 100,000 inhabitants. With respect to this tremendous rate of traffic accident fatalities, it is strongly needed to establish safety programs to improve the safety performance of the Iranian road network. A well-known road safety action program is the treatment of so-called hotspots or dangerous accident locations (5, 6, 7 and 8).

In this paper we introduce a method for identifying and prioritizing accident hotspots in order to improve traffic safety in Iran. However, our approach will be different from traditional hotspot identification and ranking procedures, which typically depend on the availability of detailed, valid and reliable accident data. Furthermore, some researchers have argued in favor of using existing accident prediction models (APM) constructed in other regions of the world and transferring them to the local context (9). Although this looks like a promising alternative that needs more research attention in the future, it is far from clear to what extent APM’s constructed in developed countries can be easily transferred to countries where the traffic, road infrastructure and road accidents context is strongly different. Moreover, some authors have argued that the current recalibration procedures present in the traffic safety literature are incomplete and generally, it would seem worthwhile to carry out more research on traffic safety model transferability in order to compensate its lack of scientific basis (9 and10). Alternative methods are therefore required that can be used for safety assessment and prediction but which do not rely on traffic accident data such as International Road Assessment Program (iRAP) which is called Star Rating. Their proposed methodology is based on road inspection data and provides an objective measure of the level of safety. Star Ratings can be completed without reference to detailed crash data, which is often unavailable in low-income and middle-income countries (11).

The approach presented in this paper therefore relies on a combination of qualitative (Delphi method) and quantitative methods (Multiple Criteria Decision Making (MCDM)) which do not depend on traffic accident data. More specifically, expert choice and decision making methods were surveyed and used to identify relevant indicators of accident occurrence, their relative importance and then a model was established to identify and prioritize accident hotspots for a collection of 20 road sections in Iran.

The structure of the paper is as follows. Initially, we will elaborate on the adopted procedure of the Delphi method and the use of MCDM for prioritizing hotspots. For the purpose of illustration, the procedure is then applied to a collection of 20 road sections in
Iran. The procedure is validated against a database of road sections containing some known hotspots and safe sections. Finally, a sensitivity analysis is carried out on the proposed method.

**METHODOLOGICAL DEVELOPMENT**

**The Delphi Method and its Application in Road Safety Studies**

The Delphi technique is defined by Linstone and Turoff (12) as “a method for structuring a group communication process so that the process is effective in allowing a group of individuals, as a whole, to deal with a complex problem.” The objective of most Delphi applications is the reliable and creative exploration of ideas or the production of suitable information for decision making. The Delphi Method is based on a structured process for collecting and distilling knowledge from a group of experts by means of a series of questionnaires interspersed with controlled opinion feedback (12). Consequently Delphi (13) represents a useful communication device among a group of experts and thus facilitates the formation of a group judgment. This method is an exercise in group communication among a panel of geographically dispersed experts (12). The technique allows experts to deal systematically with a complex problem or task. The essence of the technique is fairly straightforward. It comprises a series of questionnaires sent either by mail or via computerized systems, to a pre-selected group of experts. These questionnaires are designed to elicit and develop individual responses to the problems posed and to enable the experts to refine their views as the group’s work progresses in accordance with the assigned task. The main point behind the Delphi method is to overcome the disadvantages of conventional committee action. According to Fowles (14) anonymity, controlled feedback, and statistical response characterize Delphi. The group interaction in Delphi is anonymous in the sense that comments, forecasts, and the like are not identified as to their originator but are presented to the group in such a way as to suppress any identification. In the original Delphi process, the key elements were (i) structuring of information flow, (ii) feedback to the participants, and (iii) anonymity for the participants. Clearly, these characteristics may offer distinct advantages over the conventional face-to-face conference as a communication tool.

The Delphi method has been adopted previously in road safety research. For instance, in order to quantify the potential safety impacts of new in-vehicle technologies (15) and the prospective assessment of expected safety effects of new road transport informatics (16). A Delphi-type survey instrument was also used in (17) to gather expert knowledge on median safety issues that provided the impetus for field data collection in order to develop predictive models of cross-median collision crashes. In a similar study (18) a cultural consensus methodology was presented and applied to a set of median design and safety survey data that were collected using the Delphi method. To this end, a total of 21 Delphi survey participants were asked to answer research questions related to cross-median crashes. In another study (19), a Delphi study was undertaken to use expert judgment as a way of deriving a first approximation of safety thresholds, i.e. the point at which behavior can be considered unsafe. The aim of the study was to understand the relative weightings that are assigned to a number of driver behaviors and thereby to construct a Safety Index. Finally, in (20, 21 and 22) the Delphi method was proposed for several kinds of probabilistic safety assessments, including road safety.
Determining the Set and Importance of Decision Criteria

The Delphi Method suggests 10 to 15 experts, but up to 100 expert opinions can be used for answering the questionnaires (23). This study includes the judgments of 40 experts whom were selected carefully according to their professional background. All the experts have several years of related experience in the field of traffic safety and all of them have been working in safety departments of the Iranian Ministry of Road and Transportation, the Tehran Municipality or as a university professor. Initially, a general explanation about the problem, the procedure and the purpose of this study was presented to all of the experts separately. They were told how to fill out the set of questionnaires and how to provide their opinions during the Delphi procedure.

The Delphi procedure in this research mainly contains two phases to establish the basic structure of a predictive identification and prioritization model; (i) finding out the relevant criteria to identifying accident hotspots and (ii) to measure their importance.

Determining Relevant Hotspot Criteria

At this stage, the experts were offered a set of 7 hotspot related criteria and an explanation for each of them. These criteria correspond to the ones that have been used in classical traffic accident studies. At this stage, experts were asked to choose any criteria out of those 7 criteria and mention any other relevant criteria which they think are important and correlate to the purpose of this research. By analyzing the responses on the first questionnaire, 5 more criteria were mentioned by some experts and consequently added to the first set of criteria. Again, experts were required to choose the most important and relevant criteria out of the new set of 12 criteria. This is one of the advantages of the Delphi Method because it enables experts to improve and modify their opinions in each round with respect to feedback of other experts in the previous round. Having surveyed the experts’ opinions, the response to each criterion and a rank order of perceived importance for each criterion after the second round of survey is achieved. It is also shown that a strong agreement can be found on the first 5 criteria. This led us to continue our research only with these first 5 criteria.

Below follows a short description of these 5 criteria:

- **Geometric conditions**: This criterion contains curves, slope, width of road and other related parts of geometric characteristics of a road.
- **Physical conditions**: This criterion contains pavement, drainage and other related parts of physical characteristics of a road.
- **Traffic conditions**: This criterion is related to traffic characteristics of a road like traffic volume, traffic composition and traffic direction.
- **Specific locations**: This criterion contains some special sections of a road, like roundabouts, tunnels, bridges, etc. The reason for using this criterion is that a speed related safety problem may occur when drivers are approaching these specific sections. The driving maneuver common to all of these situations is deceleration, and it becomes a problem when visual cues induce drivers to underestimate their speed and thus fail to decelerate to an appropriate speed (24).
- **Distance from population centers**: In Iran a large amount of accidents occurs near cities, because of combination of more types of road users with different ranges of speed in addition to the fact that transitions between high speed roads and low speed roads are poorly designed, if not completely absent (25). In general the rural-urban threshold has consistently been identified as a speeding hotspot. Many motorists appear to find it difficult to slow down from open road speeds to a slower speed when entering an urban area. Commonly, the motorist is faced with a situation in which
they are required to decelerate to a low level of speed after having traveled at a high level of speed for an extended period. In this situation, the motorist tends to underestimate the speed at which they are traveling and, as a result, they find themselves driving too fast (24). As a conclusion, sections which are located near population centers or rural-urban thresholds need special attention.

According to some experts’ suggestions, some of these criteria are more common than the others and they need to be considered in more detail such as geometric, physical and traffic characteristics. So in this step of the procedure, the experts were asked to give their opinion on several sub-criteria for each of main criteria above. Using the same procedure as for the main criteria, the experts came up with the following set of sub-criteria for each main criterion:

- Geometric conditions (A)
  - Section located in sub-standard horizontal curve (A1)
  - Section located in sub-standard vertical curve (A2)
  - Section located in steep slope (A3)
  - Section located in narrow width of road (A4)
  - Poor visibility (A5)

- Traffic conditions (B)
  - Traffic volume (B1)
  - Traffic composition (% of heavy vehicles) (B2)
  - Traffic direction (one-way or two-way) (B3)

- Physical conditions (C)
  - Poor pavement conditions (C1)
  - Poor drainage conditions (C2)
  - Poor road marking conditions (C3)
  - Poor road signing conditions (C4)

- Specific locations (D)

- Distance from population centers (E)

Determining the Importance of the Selected Criteria

After having identified all the relevant criteria, the main purpose is to determine the relative importance of each of the criteria and sub-criteria. Indeed, it is important to know the weight of each criterion and sub-criterion in order to make a quantitative comparison between the criteria to be used in establishing a predictive model.

In literature, several approaches have been proposed to determine weights (26, 27 and 28). The majority of them can be classified into either subjective approaches or objective approaches depending on the information provided. The objective approaches determine weights based on objective information (i.e. a decision matrix) and these weights may be different from one decision matrix to another. In other words, weights which are calculated from two decision matrices with the same criteria but different alternatives will be different (not unique). The subjective approaches select weights based on preference information of criteria given by the Decision Makers (DM). Amongst others, they include the eigenvector method (29), the weighted least square method (30), and the Delphi method (28). This research follows a subjective approach because the purpose of this study is to make one unique weight vector to be used in a comprehensive prediction model. The most important advantage of this unique weight vector is that it can be used for each set of alternatives (sections of a road) to obtain valid results for identifying or prioritizing in the same situation. To do this, a pair-wise comparison results matrix using a scale of relative importance should be constructed. More specifically, the fundamental scale of the analytic hierarchy process was
used (31). A criterion which is compared with itself, is always assigned the value 1, so the main diagonal entries of the pair-wise comparison matrix are all 1. The numbers 3, 5, 7, and 9 correspond to the verbal judgments “moderate importance”, “strong importance”, “very strong importance”, and “absolute importance” (with 2, 4, 6, and 8 for compromise between these values). At this stage, the experts are asked to fill out 4 pair-wise comparison matrices (with respect to the main criteria and the 3 sets of sub-criteria). We use the following notation:

\[ w_i = \text{weight for criterion } i, \, i=1,..., n \text{ where } n = \text{number of criteria} \]

\[ a_{ij} = \frac{w_i}{w_j} = \text{the result of a pair-wise comparison between criterion } i \text{ as compared to criterion } j \]

\[ W = \text{matrix of pair-wise comparison values, } a_{ij} \]

A set of pair-wise comparisons can thus be represented as Table 1.

**TABLE 1 Pair-wise Comparison between Criteria**

| \( x_1 \) | \( x_2 \) | \( x_3 \) | \( \ldots \) | \( x_n \) |
|----------|----------|----------|------------------|
| 1        | \( a_{12} \) | \( a_{13} \) | \( \ldots \) | \( a_{1j} \) |
| \( a_{21} \) | 1        | \( a_{23} \) | \( \ldots \) | \( a_{2j} \) |
| \( a_{31} \) | \( a_{32} \) | 1        | \( \ldots \) | \( a_{3j} \) |
| \( \vdots \) | \( \vdots \) | \( \vdots \) | \( \ddots \) | \( \vdots \) |
| \( a_{ij} \) | \( a_{i2} \) | \( a_{i3} \) | \( \ldots \) | 1 |

\[ W = \begin{bmatrix}
\frac{w_1}{w_1} & \frac{w_1}{w_2} & \frac{w_1}{w_3} & \cdots & \frac{w_1}{w_n} \\
\frac{w_1}{w_2} & \frac{w_2}{w_2} & \frac{w_2}{w_3} & \cdots & \frac{w_2}{w_n} \\
\frac{w_1}{w_3} & \frac{w_2}{w_3} & \frac{w_3}{w_3} & \cdots & \frac{w_3}{w_n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{w_1}{w_n} & \frac{w_2}{w_n} & \frac{w_3}{w_n} & \cdots & \frac{w_n}{w_n}
\end{bmatrix} \]

Once pair-wise comparisons have been elicited from the experts’ decisions, the next step is to use these matrices to estimate the underlying scale of preferences. Several methods have been proposed in literature to estimate weights from matrices of pair-wise comparisons. The two most common methods for deriving criterion weights are the eigenvector and the logarithmic least squares methods (29). In fact, it can be shown by algebraic manipulations of the pair-wise definitions that criterion weights can be obtained by finding the eigenvector corresponding to the largest eigenvalue of the W matrix. The eigenvector method was originally proposed by Saaty (29) and is one of the most popular methods for calculating preferences from inconsistent matrices of pair-wise comparisons. Inconsistency occurs where the pair-wise comparison matrix does not satisfy transitivity for all pair-wise comparisons. Also Saaty’s method allows inconsistency, but provides a measure of the inconsistency in each set of judgments. The consistency of the judgmental matrix can be determined by a measure called the Consistency Ratio (CR). This measure depends on the number of criteria, the maximum eigenvalue of a pair-wise comparison matrix and a putative value which is called the “Random Index”. In general, a consistency ratio of 0.1 or less is considered acceptable; this threshold is 0.08 for matrices of size four and 0.05 for matrices of size three. If the value is higher, the judgments may not be reliable and should be elicited again (31). The CR calculated measures for the 4 matrices of this research are all in acceptable ranges.

The special structure of a square reciprocal matrix means that the eigenvectors can be found and the largest eigenvector can be normalized to form a vector of relative weights (32). The weight vector is shown in Equation 1 which contains each criterion’s weight value.

The normalized weight values for each criterion are shown in Table 2.
Weight vector: \( w' = \{w_1, w_2, ..., w_n\} \) (1)

### TABLE 2 Normalized Weight Values for Each Criterion

<table>
<thead>
<tr>
<th>criterion</th>
<th>(A)</th>
<th>(B)</th>
<th>(C)</th>
<th>(D)</th>
<th>(E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>weight</td>
<td>0.2465 (-)</td>
<td>0.2007 (-)</td>
<td>0.1989 (-)</td>
<td>0.1925 (0.1925)</td>
<td>0.1614 (0.1614)</td>
</tr>
</tbody>
</table>

Normalized Weight Values for Geometric conditions

<table>
<thead>
<tr>
<th>criterion</th>
<th>(A_1)</th>
<th>(A_2)</th>
<th>(A_3)</th>
<th>(A_4)</th>
<th>(A_5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>weight</td>
<td>0.1969 (0.0486)</td>
<td>0.1805 (0.0445)</td>
<td>0.1678 (0.0414)</td>
<td>0.1914</td>
<td>0.2634 (0.0649)</td>
</tr>
</tbody>
</table>

Normalized Weight Values for Traffic conditions

<table>
<thead>
<tr>
<th>criterion</th>
<th>(B_1)</th>
<th>(B_2)</th>
<th>(B_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>weight</td>
<td>0.2916 (0.0585)</td>
<td>0.2998 (0.0602)</td>
<td>0.4086 (0.0820)</td>
</tr>
</tbody>
</table>

Normalized Weight Values for Physical conditions

<table>
<thead>
<tr>
<th>criterion</th>
<th>(C_1)</th>
<th>(C_2)</th>
<th>(C_3)</th>
<th>(C_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>weight</td>
<td>0.2193 (0.0436)</td>
<td>0.1818 (0.0362)</td>
<td>0.2641 (0.0525)</td>
<td>0.3348 (0.0666)</td>
</tr>
</tbody>
</table>

According to the assumptions with the structure of the prioritization model, each criterion and sub-criterion must be in the same level (26). In order to satisfy this condition, the weights of the sub-criteria must be multiplied by the weight of the corresponding main criterion, e.g. for poor visibility \( A_1 A_5 = 0.2465 \times 0.2364 = 0.0649 \). As a result, the final weight vector contains 14 criteria weight’s values are expressed in Table 2 (Italicized values in parentheses).

### Establishing a Prioritization Model for Accident Hotspots Using MCDM

Once the final criteria weights are obtained, they can be applied in a multiple criteria decision context to rank a set of alternatives for which performance measures on the different criteria are known. More precisely, MCDM refers to making decisions in the presence of multiple, usually conflicting criteria. For this research, we have adopted the Technique for Order Preference Similarity to Ideal Solution (TOPSIS). The TOPSIS method was developed and improved by Hwang and Yoon (33) and has been used in several recent group decision making studies (34 and 35). This method is based on the concept that the chosen alternative should have the shortest Euclidean distance from the positive ideal solution whilst simultaneously being furthest away from the negative ideal solution. The ideal solution is a hypothetical solution for which all criterion values correspond to the maximum criterion values in the database comprising the satisfying solutions. The negative ideal solution is the hypothetical solution for which all criterion values correspond to the minimum criterion values in the database. TOPSIS thus gives a solution that is not only closest to the hypothetically best but that is also the furthest away from the hypothetically worst. The main procedure of the TOPSIS method for the selection of the best alternative from among those available is described below:

#### Preparing a Decision Matrix

In order to obtain the performance of a set of alternatives on a given set of criteria, a decision table or matrix is constructed consisting of (a) alternatives \( A_i \) (for \( i = 1, 2, ..., n \)), (b) criteria
Bj (for j = 1, 2, ..., m), and (c) measures of performance Mij (for i = 1, 2, ..., n; j=1, 2, ..., m) of the alternatives with respect to the criteria. Given the decision matrix information and a decision-making method, the task of the decision maker is to find the best alternative and/or to rank the entire set of alternatives (36).

Normalizing the Decision Matrix

It should be mentioned that all the elements in the decision matrix must be normalized to the same units, so that all possible criteria in the decision problem can be considered. Conversion of the decision making matrix to a dimensionless matrix is done by using Equation 2 (26 and 36).

\[ N_{ij} = \frac{M_{ij}}{\sqrt{\sum_{j=1}^{m} M_{ij}^2}} \]  

Obtaining the Weighted Normalized Decision Matrix

Now the weighted normalized decision matrix can be obtained by multiplying the normalized decision matrix \( N_{ij} \) with the weight matrix \( W_j \). \( W_j \) is a diagonal matrix such that all values are zero except for the major diagonal components which are the weight values of each criterion. Hence, the elements of the weighted normalized matrix \( V_{ij} \) are expressed as:

\[ V_{ij} = N_{ij} \cdot W_j = \begin{bmatrix} v_{11} & \ldots & v_{1j} & v_{1m} \\ \vdots & \ldots & \vdots & \vdots \\ \vdots & \ldots & \vdots & \vdots \\ v_{n1} & \ldots & v_{nj} & v_{nm} \end{bmatrix} \]

Defining the Positive and Negative Ideal Solutions

The positive ideal (best) and the negative ideal (worst) solutions can now be calculated from the weighted normalized decision matrix using Equation 4 and Equation 5 (36).

Positive ideal solutions = \( V^+ = \left\{ \left( \max v_{ij} \right) \left( \min v_{ij} \right) \right\} \left| i = 1, 2, ..., n \right\} \)

\[ = \left\{ v_1^+, v_2^+, ..., v_j^+, ..., v_m^+ \right\} \]  

Negative ideal solutions = \( V^- = \left\{ \left( \min v_{ij} \right) \left( \max v_{ij} \right) \right\} \left| i = 1, 2, ..., n \right\} \)

\[ = \left\{ v_1^-, v_2^-, ..., v_j^-, ..., v_m^- \right\} \]  

\( J \) and \( J' \) stand for subsets of beneficial and non-beneficial criteria, respectively. \( v_j^+ \) indicates the positive ideal (best) value of the considered criterion among the values of the criterion for different alternatives. In the case of beneficial criteria (i.e., those for which higher values are desirable for the given application), \( v_j^+ \) indicates the higher value of the criterion. In the case of non-beneficial criteria (i.e., those for which lower values are desired for the given application), \( v_j^- \) indicates the negative ideal (worst) value of the considered criterion among the values of the criterion for different alternatives. In the case of beneficial criteria (i.e., those of which higher values are desirable for the given application), \( v_j^- \) indicates the lower value of the criterion. In the case
of non-beneficial criteria (i.e., those of which lower values are desired for the given application), $v_j$ indicates the higher value of the criterion (36).

Obtaining the Separation Measures and the Relative Proximity Index (RPI)

The separation of each alternative from the positive ideal and negative ideal solution is given by the Euclidean distance in the Equation 6 and Equation 7 (36):

$$s_{i+} = \text{separation from positive ideal solution} = \left\{ \sum_{j=1}^{m} \left( v_{j}^+ - v_{j}^{-} \right)^2 \right\}^{0.5}, \quad i = 1,2,\ldots,n \quad (6)$$

$$s_{i-} = \text{separation from negative ideal solution} = \left\{ \sum_{j=1}^{m} \left( v_{j}^+ - v_{j}^{-} \right)^2 \right\}^{0.5}, \quad i = 1,2,\ldots,n \quad (7)$$

The relative closeness or proximity of a particular alternative to the ideal solution (also called the Relative Proximity Index), $P_i$, can then be expressed as Equation 8:

$$P_i = \frac{s_{i-}}{s_{i-} + s_{i+}}, \quad 0 \leq P_i \leq 1, \quad i = 1,2,\ldots,n \quad (8)$$

Prioritizing Alternatives

According to this proximity value $P_i$, the set of alternatives can be ranked from the most preferred to the least preferred feasible solutions. $P_i$ may also be called the overall or composite performance score of alternative $A_i$.

CASE STUDY

In what follows, the above described procedure is applied and illustrated on a sample of 20 road sections between the two main cities of Tehran and Semnan in Iran. Firstly, a decision matrix for these 20 road sections was created based on field observations indicating the performance of each section on each of the given criteria. To be able to make a decision matrix for a set of road sections, it is needed to answer below questions and then fill out the database for each alternative (road section). Then it will be easily possible to fill out the decision matrix out of those databases.

- (A)Geometric Conditions
  - (A1) Section located in sub-standard horizontal curve? If yes put 1, if not 0.
  - (A2) Section located in sub-standard vertical curve? If yes put 1, if not 0.
  - (A3) Section located in steep slope? If yes put 1, if not 0.
  - (A4) Section located in narrow width of road? If yes put 1, if not 0.
  - (A5) Section located in a poor visibility condition? If yes put 1, if not 0.

- (B)Traffic Conditions
  - (B1) How much is the traffic volume, Average Annual Daily Traffic (AADT)?
  - (B2) Ratio of heavy vehicles to all vehicles (%)?
  - (B3) what about traffic direction? If one-way fill out 0, if two-way put 1.

- (C)Physical Condition
  - (C1) Section located in poor pavement conditions? If yes put 1, if not 0.
  - (C2) Section located in poor drainage conditions? If yes put 1, if not 0.
  - (C3) Section located in poor road Marking conditions? If yes put 1, if not 0.
  - (C4) Section located in poor road Signing conditions? If yes put 1, if not 0.

- (D) Section located in specific places? If yes put 1, if not 0.
(E) How much is the distance from population centers (Km)? Fill out with the “E” measure using Equation (9); where “d” represents the distance from population centers.

\[ E = \frac{1}{1 + 2 \cdot d} \]  \hspace{1cm} (9)

Distribution of number of occurred traffic accidents against distance from population centers has the best correlation with Equation 9 (25). In this research the relation between number of accidents and different infrastructural criteria is experimented with respect to driver’s behavior and driving culture.

The decision matrix is then normalized according to Equation 2 and weighted by multiplying it by the weight matrix defined in last section. Subsequently, the positive and negative ideal solution measures are calculated using Equation 4 and Equation 5. In accordance with the principals of the TOPSIS method, along with the purpose of this research which is prioritizing traffic accident hotspots, the positive ideal solutions signify the most dangerous situation and the negative ideal solutions imply the safest condition with respect to each criterion.

Now the separation of each alternative from the positive ideal and negative ideal solution can be calculated along with the relative proximity to the ideal solutions according to the Equation 6, Equation 7 and Equation 8. These measures are show in columns 2-4 of Table 3. The priority of each road section for treatment can now be obtained by ranking the measures of relative proximity in descending order. In other words, the road section ranked first (i.e. with the highest measure of relative proximity) is the most dangerous section. The ranks are shown in column 5 of Table 3.

### TABLE 3 Separation from Positive and Negative Ideal Solutions and Relative Proximity

<table>
<thead>
<tr>
<th>Section</th>
<th>Separation from positive ideal solution</th>
<th>Separation from negative ideal solution</th>
<th>Relative Proximity</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0409</td>
<td>0.0979</td>
<td>0.7053</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.0714</td>
<td>0.0422</td>
<td>0.3718</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>0.0686</td>
<td>0.0367</td>
<td>0.3483</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>0.0516</td>
<td>0.0762</td>
<td>0.5962</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>0.0560</td>
<td>0.1200</td>
<td>0.6817</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>0.0732</td>
<td>0.0268</td>
<td>0.2681</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>0.0502</td>
<td>0.0765</td>
<td>0.6038</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>0.0703</td>
<td>0.0735</td>
<td>0.5113</td>
<td>9</td>
</tr>
<tr>
<td>9</td>
<td>0.0678</td>
<td>0.0714</td>
<td>0.5131</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>0.0720</td>
<td>0.0299</td>
<td>0.2932</td>
<td>19</td>
</tr>
<tr>
<td>11</td>
<td>0.0526</td>
<td>0.0686</td>
<td>0.5658</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>0.0449</td>
<td>0.0833</td>
<td>0.6497</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>0.0473</td>
<td>0.0836</td>
<td>0.6388</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>0.0671</td>
<td>0.0407</td>
<td>0.3777</td>
<td>15</td>
</tr>
<tr>
<td>15</td>
<td>0.0711</td>
<td>0.0375</td>
<td>0.3452</td>
<td>18</td>
</tr>
<tr>
<td>16</td>
<td>0.0719</td>
<td>0.0493</td>
<td>0.4068</td>
<td>12</td>
</tr>
<tr>
<td>17</td>
<td>0.0700</td>
<td>0.0706</td>
<td>0.5022</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>0.0736</td>
<td>0.0491</td>
<td>0.4001</td>
<td>13</td>
</tr>
<tr>
<td>19</td>
<td>0.0694</td>
<td>0.0487</td>
<td>0.4124</td>
<td>11</td>
</tr>
<tr>
<td>20</td>
<td>0.0603</td>
<td>0.0382</td>
<td>0.388</td>
<td>14</td>
</tr>
</tbody>
</table>
VALIDATION AND SENSITIVITY ANALYSIS

Validation

In order to validate the hotspot identification procedure presented in this paper, the results of the proposed procedure are correlated with a database containing 100 road sections in Iran. Forty four of the road sections in this database were identified as hotspots by the road administration in Iran according to a procedure based on an available historical crash data whilst the others were safe sections. The method used to identify different road sections as “accident hotspot” or “safe”, is known as the “Equivalent Property Damage Only Index (EPDO Index)”. This method is described in the “PIARC Road Safety Manual” (37). The EPDO index attaches a greater importance to more serious trauma by ascribing to each crash a weight that is a function of the worst level of injury sustained by one of the accident victims. Based on the average EPDO value of all locations in the reference population, a critical upper and lower value were determined and a validation data set was constructed with safe road sections (having an EPDO value below the lower critical value) and hotspots (having a EPDO value above the upper critical value).

Subsequently, the RPI was calculated for each road section in the database based on the performance of each section on the decision criteria presented in this study. The measures for establishing this decision matrix were observed in the field and some of them, like traffic condition criteria, were derived from a present traffic database. Comparing the RPI values with known information about the safety of each section enables us to validate our approach and to identify a boundary of RPI values that discriminates safe from unsafe sections. Figure 1 shows the distribution of RPI values across safe and unsafe road sections in the database.

![Figure 1: RPI values across safe and hazardous sections.](image)

Figure 1 clearly shows that RPI values are much higher (on average a value of 0.35) for hotspots than for safe road sections (on average a value of 0.17). This means that the prioritization model presented in this paper can be considered as a practical predictive identification model to identify hotspots when no or insufficient crash data are available. Furthermore, a Spearman’s rank correlation analysis was carried out on the validation data to investigate the strength of the correlation between the ranks produced by the RPI index and
crash risk (i.e. number of crashes divided by AADT per location). It turns out that this

correlation equals 0.86 which indicates a strong correlation between the proposed RP Index
and crash risk.

As it was mentioned before, there is unfortunately no reliable comprehensive crash
database system available in Iran which makes the identification of hotspots using classical
.crash data driven methods impossible. As long as such valid and reliable crash database does
not exist, road engineers in Iran or any other developing country can rely on the approach
presented in this paper to identify unsafe road sections.

Sensitivity Analysis

In application of MCDM methods, the assessment of the data plays a crucial role. Indeed, the
results obtained by application of a MCDM method are strongly related to the actual values
assigned to these data. Since uncertainties may be present in the data, great care has to be
taken when the results of such a method are interpreted. To facilitate this task, a number of
methods have been proposed in literature, mainly focused on the assessment and influence of
the weights on the ranking of the different alternatives (38 and 39). In this paper, sensitivity
analysis was therefore performed in several ways.

The first type of sensitivity analysis was carried out in order to find the most critical
criterion. Triantaphyllou and Sánchez (40) proposed a method in which the notion of
criticality is defined in terms of “smallest change” in any criterion’s weight value which will
change the ranking of alternatives. Based on the data used in this paper, it turns out that
criterion “B3” (section located in steep slope) is the most critical one. In fact, a change of
14% to this criterion’s weight will cause a change in the alternatives’ ranking (this percentage
of change is the smallest for all 14 criteria).

The second type of sensitivity analysis is carried out by removing each expert’s
opinion in order to find out how sensitive the calculated weights of each criterion are to each
expert’s opinion. In other words, all weights were recalculated after each of expert’s opinions
was removed. The results show a very small value of standard deviation (less than 0.03) and a
significant correlation regarding Spearman’s coefficient (more than 0.95) for all criteria’s
recalculated weights, which means the weight values of all criteria are not very sensitive to
one expert’s opinion.

Finally, a third type of sensitivity analysis was carried out to study the effects of
changing each criterion’s weight on the ranking of the different alternatives and their safety
outcome (41, 42, 43 and 44). The biggest change would be achieved when a criterion is
totally removed. Therefore, the computation of the RPI and prioritizing all alternatives has
been carried out by increasing/decreasing each criterion’s weight and at last, totally removing
the criterion. It turns out that no changes appear in the safety condition of any of the
alternatives after removing each criterion. In other words, the condition of each road section
as being safe or hotspot does not change after removing a criterion from the procedure.
Furthermore, the results showed that the ranking of the different alternatives is quite robust
when removing any of the criteria.

To conclude, the sensitivity analysis shows that the model is very strong to changes in
the data used in this study.

CONCLUSIONS

The lack of reliable and valid traffic accident data puts a serious limitation on the use of
classical crash prediction and hotspot identification methods in Iran. Yet, the road safety
situation in Iran is so urgent that there is a need for alternative methods that can identify
hazardous road locations based on other kinds of data. In this paper, a Delphi combined with
MCDM procedure was therefore developed to prioritize hotspots based on several criteria
that were considered by experts as relevant for the problem, such as geometric characteristics,
traffic conditions, physical conditions and location characteristics. More specifically expert
opinions about relevant hotspot identification criteria and their relative importance were
obtained from a Delphi experiment to construct a unique weight matrix. Subsequently, a
MCDM procedure was adopted to prioritize road sections based on their performance on each
of the selected criteria. One of the advantages of the MCDM method is its compensatory
nature, i.e. its possibility of trade-offs between several decisions criteria. This means that the
model will be more comprehensive with regard to using all relative criteria instead of using
only a few of them. Furthermore, the proposed model is relatively simple and practical and a
validation against a set of safe and unsafe road sections shows the potential of the presented
approach for identifying hazardous locations although more extensive validation is probably
required to corroborate the findings of this study.

Obviously, this rather qualitative selection approach does not make classic hotspot
identification methods based on historical accident data obsolete. In fact, once more and
detailed crash statistics for individual road locations become available it is advisable to use
statistical crash prediction and hotspot identification models since they rely on well-founded
statistical, objective and data driven methodologies. However, until then, the procedure
presented in this paper gives road engineers in Iran a practical safety audit tool which they
can use in their systematic search for (potentially) dangerous accident locations.
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