DEFINITION
For a relational database to be valid, it is not sufficient that the various tables of which it is composed
conform to the database schema. In addition, the instance must also conform to the intended meaning
of the database. [15] While many aspects of this intended meaning are inherently informal, it will in
general induce certain formalizable relationships between the data in the database, in the following
sense: whenever a certain pattern is present among the data, this pattern can either be extended or
certain data values must be equal. Such a relationship is called a database dependency. The vast
majority of database dependencies in the literature are of the following form [5]:

$$(\forall x_1) \ldots (\forall x_n) \varphi(x_1, \ldots, x_n) \Rightarrow (\exists z_1) \ldots (\exists z_k) \psi(y_1, \ldots, y_m, z_1, \ldots, z_k).$$

Here, \{y_1, \ldots, y_m\} ⊆ \{x_1, \ldots, x_n\}, \varphi is a (possibly empty) conjunction of relation atoms using all the
variables \(x_1, \ldots, x_n\), and \(\psi\) is either a single equality atom involving universally quantified variables
only (in which case the dependency is called equality-generating); or \(\psi\) is a non-empty conjunction of
relation atoms involving all the variables \(y_1, \ldots, y_m, z_1, \ldots, z_k\) (in which case the dependency is called
tuple-generating. A tuple-generating dependency is called full if it has no existential quantifiers; in the
other case, it is called embedded.

HISTORICAL BACKGROUND
The theory of database dependencies started with the introduction of functional dependencies by Codd in his
seminal paper. [8] They are a generalization of (super)keys. A relation satisfies a functional dependency \(X \rightarrow Y\)
(where \(X\) and \(Y\) are sets of attributes) if, whenever to tuples agree on \(X\) they also agree on \(Y\). For example, if
in an employee relation of a company database with schema

$$\Omega = \{\text{EMP-NR}, \text{EMP-NAME}, \text{DEPT}, \text{JOB}, \text{SALARY}\},$$

the functional dependencies

\[
\begin{align*}
\{\text{EMP-NR}\} & \rightarrow \{\text{EMP-NAME}, \text{DEPT}, \text{JOB}, \text{SALARY}\}; \\
\{\text{DEPT}, \text{JOB}\} & \rightarrow \{\text{SALARY}\}
\end{align*}
\]

hold, this means that EMP-NR is a key of this relation, i.e., uniquely determines the values of the other attributes,
and that JOB in combination with DEPT uniquely determines SALARY.

Codd also noticed that the presence of a functional dependency \(X \rightarrow Y\) also allowed a lossless decomposition
of the relation into its projections onto \(X \cup Y\) and \(X \cup \overline{Y}\) (\(\overline{Y}\) denoting the complement of \(Y\)). In the example
above, the presence of \(\{\text{DEPT}, \text{JOB}\} \rightarrow \{\text{SALARY}\}\) allows for the decomposition of the original relation into its
projections onto \(\{\text{DEPT}, \text{JOB}, \text{SALARY}\}\) and \(\{\text{EMP-NR}, \text{EMP-NAME}, \text{DEPT}\}\).

Hence, the identification of constraints was not only useful for integrity checking but also for more efficient
representation of the data and avoiding update anomalies through redundancy removal.
Subsequent researchers (e.g., [18]) noticed independently that the presence of the functional dependency \( X \rightarrow Y \) is a sufficient condition for decomposability of the relation into its projection onto \( X \cup Y \) and \( X \cup \overline{Y} \), but not a necessary one. For example,

<table>
<thead>
<tr>
<th>DRINKER</th>
<th>BEER</th>
<th>BAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jones</td>
<td>Tuborg Tivoli</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>Tuborg Far West</td>
<td></td>
</tr>
<tr>
<td>Jones</td>
<td>Tuborg Tivoli</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>Tuborg Tivoli</td>
<td></td>
</tr>
</tbody>
</table>

can be decomposed losslessly into its projections onto \{DRINKER, BEER\} and \{BEER, BAR\}, but neither \{BEER\} \rightarrow \{DRINKER\} nor \{BEER\} \rightarrow \{BAR\} holds. This led to the introduction of the multivalued dependency: a relation satisfies the multivalued dependency \( X \rightarrow Y \) exactly when this relation can be decomposed losslessly into its projections onto \( X \cup Y \) and \( X \cup \overline{Y} \). Fagin [10] also introduced embedded multivalued dependencies: A relation satisfies the embedded multivalued dependency \( X \rightarrow Y \mid Z \) if its projection onto \( X \cup Y \cup Z \) can be decomposed losslessly into its projections onto \( X \cup Y \) and \( X \cup Z \). Sometimes, however, a relation be decomposed losslessly into three or more of its projections but not in two. This led Rissanen [17] to introduce a more general notion: a relation satisfies a join dependency \( X_1 \bowtie \cdots \bowtie X_k \) if it can be decomposed losslessly into its projections onto \( X_1, \ldots, X_k \).

Quite different considerations led to the introduction of inclusion dependencies [6], which are based on the concept of referential integrity, already known to the broader database community in the 1970s. As an example, consider a company database in which one relation, MANAGERS, contains information on department managers, in particular, MAN-NAME, and another, EMPLOYEES, contains general information on employees, in particular, EMP-NAME. As each manager is also an employee, every value MAN-NAME in MANAGERS must also occur as a value of EMP-NAME in EMPLOYEES. This is written as the inclusion dependency MANAGERS[MAN-NAME] \subseteq EMPLOYEES[EMP-NAME]. More generally, a database satisfies the inclusion dependency \( R[A_1, \ldots, A_n] \subseteq S[B_1, \ldots, B_m] \) if the projection of the relation \( R \) onto the sequence of attributes \( A_1, \ldots, A_n \) is contained in the the projection of the relation \( S \) onto the sequence of attributes \( B_1, \ldots, B_n \).

The proliferation of dependency types motivated researchers to propose subsequent generalizations, eventually leading to the tuple- and equality-generating dependencies of Beeri and Vardi [5] defined higher. For a complete overview, the reader is referred to [14] or the bibliographic sections in [2]. For the sake of completeness, it should also be mentioned that dependency types have been considered that are not captured by the formalism of Beeri and Vardi. An example is the afunctional dependency of De Bra and Paredaens (see, e.g., Chapter 5 of [15]).

**SCIENTIFIC FUNDAMENTALS**

The development of database dependency theory has been driven mainly by two concerns. One of them is solving the inference problem, and, when decidable, developing tools for deciding it. The other is, as pointed out in the historical background, the use of database dependencies to achieve decompositions of the database contributing to more efficient data representation, redundancy removal, and avoiding update anomalies. Each of these concerns is discussed in some more detail below.

**Inference**

The inference problem is discussed here in the context of tuple- and equality-generating dependencies. The question that must be answered is the following: given a subtype of the tuple- and equality generating dependencies, given as input a set of constraints \( C \) and a single constraint \( c \), both of the given type, is it decidable whether \( C \) logically implies \( c \)? In other words, is it decidable if each database instance satisfying \( C \) also satisfies \( c \)? Given that database dependencies have been defined as first-order sentences, one might be inclined to think that the inference problem is just an instance of the implication problem in mathematical logic. However, for logical implication, one must consider all models of the given database scheme, also those containing infinite relations, while database relations are by definition finite. (In other words, the study of the inference of database dependencies lies within finite model theory.) To separate both notions of inference, a distinction is made between unrestricted implication (denoted \( C \models c \)) and finite implication (denoted \( C \models_f c \)) [5]. Since unrestricted implication is recursively enumerable and finite implication is co-recursively enumerable, their coincidence yields that the finite implication problem is decidable. The opposite, however is not true, as is shown by the following counterexample. Consider a database consisting of a single relation \( R \) with scheme \( \{A,B\} \). Let
$C = \{B \rightarrow A, R[B] \subseteq R[A]\}$ and let $c$ be the inclusion dependency $R[A] \subseteq R[B]$. One can show that $C \not\models c$, but $C \models c$, as illustrated by the following, necessarily infinite, counterexample:

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

As will be pointed out later, the finite implication problem for functional dependencies and so-called *unary* inclusion dependencies (i.e., involving only one attribute in each side) is decidable.

An important tool for deciding (unrestricted) implication is the *chase*. In the chase, a table is created for each relation in the database. For each relation atom in the left-hand side of the dependency $c$ to be inferred, its tuple of variables is inserted in the corresponding table. This set of tables is then *chased* with the dependencies of $C$: in the case of a tuple-generating dependency, new tuples are added in a minimal way until the dependency is satisfied (in each application, new variables are substituted for existential variables); in the case of an equality-generating dependency, variables are equated until the dependency is satisfied. The result, $\text{chase}(C)$, which may be infinite, can be seen as a model for $C$. It is the case that $C \models c$ if and only if the right-hand side of $c$ is subsumed by some tuple of $\text{chase}(C)$ (in the case of a tuple-generating dependency) or the required equality has been applied during the chase procedure.

In the case where only *full* tuple-generating dependencies and equality-generating dependencies are involved, the chase procedure is bound to end, as no existential variables occur in the dependencies, whence no new values are introduced. In particular, the unrestricted implication problems coincides with the finite implication problem, and is therefore decidable. Deciding this inference problem is EXPTIME-complete, however.

The inference problem for all tuple- and equality-generating dependencies is undecidable, however (whence unrestricted and finite implication do not coincide). In 1992, Herrmann [13] solved a longstanding open problem by showing that the finite implication problem is already undecidable for embedded multivalued dependencies.

Another approach towards deciding inference of dependency types is trying to find an *axiomatization*: a finite set of inference rules that is both sound and complete. The existence of such an axiomatization is also a sufficient condition for the decidability of inference. Historically, Armstrong [1] was the first to propose such an axiomatization for functional dependencies. This system of inference rules was eventually extended to a sound and complete axiomatization for functional and multivalued dependencies together: [3]

(F1) $\emptyset \models X \rightarrow Y$ if $Y \subseteq X$ (reflexivity)
(F2) $\{X \rightarrow Y\} \models XZ \rightarrow YZ$ (augmentation)
(F3) $\{X \rightarrow Y, Y \rightarrow Z\} \models X \rightarrow Z$ (transitivity)
(M1) $\{X \rightarrow Y\} \models X \rightarrow \overline{Y}$ (complementation)
(M2) $\emptyset \models X \rightarrow Y$ if $Y \subseteq X$ (reflexivity)
(M3) $\{X \rightarrow Y\} \models XZ \rightarrow YZ$ (augmentation)
(M4) $\{X \rightarrow Y, Y \rightarrow Z\} \models X \rightarrow Z \rightarrow Y$ (pseudo-transitivity)
(FM1) $\{X \rightarrow Y\} \models X \rightarrow Y$ (conversion)
(FM2) $\{X \rightarrow Y, Y \rightarrow Z\} \models X \rightarrow Z \rightarrow Y$ (interaction)

Moreover, (F1)–(F3) are sound and complete for the inference of functional dependencies alone, and (M1)–(M4) are sound and complete form the inference of multivalued dependencies alone. The above axiomatization is at the basis of an algorithm to decide inference of functional and multivalued dependencies in low polynomial time. Of course, the inference problem for join dependencies is also decidable, as they are full tuple-generating dependencies. However, there does not exist a sound and complete axiomatization for the inference of join dependencies [16], even though there does exist an axiomatization for a larger class of database dependencies.

There also exists a sound and complete axiomatization for inclusion dependencies: [6]

(I1) $\emptyset \models R[X] \subseteq R[X]$ (reflexivity)
(I2) $\{R[A_1, \ldots, A_m] \subseteq S[B_1, \ldots, B_m]\} \models R[A_{i_1}, \ldots, A_{i_k}] \subseteq S[B_{i_1}, \ldots, B_{i_k}]$
\*  if $i_1, \ldots, i_k$ is a sequence of integers in $\{1, \ldots, m\}$ (projection)
(I3) $\{R[X] \subseteq S[Y], S[Y] \subseteq T[Z]\} \models R[X] \subseteq T[Z]$ (transitivity)

Above, $X$, $Y$, and $Z$ represent sequences rather than sets of attributes. Consequently, the implication problem
for inclusion dependencies is decidable, even though inclusion dependencies are embedded tuple-generating dependencies. However, deciding implication of inclusion dependencies is PSPACE-complete. It has already been observed above that the unrestricted and finite implication problems for functional dependencies and unary inclusion dependencies taken together do no coincide. Nevertheless, the finite implication problem for this class of dependencies is decidable. Unfortunately, the finite implication problem for functional dependencies and general inclusion dependencies taken together is undecidable (e.g., [7]).

Decompositions
As researchers realized that the presence of functional dependencies yields the possibility to decompose the database, the question arose as to how far this decomposition process ought to be taken. This led Codd in follow-up papers to [8] to introduce several normal forms, the most ambitious of which is Boyce-Codd Normal Form (BCNF). A database is in BCNF if, whenever one of its relations satisfies a nontrivial functional dependency \( X \rightarrow Y \) (i.e., where \( Y \) is not a subset of \( X \)), \( X \) must be a superkey of the relation (i.e., the functional dependency \( X \rightarrow U \) holds, where \( U \) is the set of all attributes of that relation). There exist algorithms that construct a lossless BCNF decomposition for a given relation. Unfortunately, it is not guaranteed that such a decomposition is also dependency-preserving, in the following sense: the set of functional dependencies that hold in the relations of the decomposition and that can be inferred from the given functional dependencies is in general not equivalent with the set of the given functional dependencies. Even worse, a dependency-preserving BCNF decomposition of a given relation does not always exist. For that reason, Third Normal Form (3NF), historically a precursor to BCNF, is also still considered. A database is in 3NF if, whenever one of its relations satisfies a nontrivial functional dependency \( X \rightarrow \{ A \} \) (\( A \) being a single attribute), the relation must have a minimal key containing \( A \). Every database in BCNF is also in 3NF, but not the other way around. However, there exists an algorithm that, given a relation, produces a dependency-preserving lossless decomposition in 3NF. Several other normal forms have also been considered, taking into account multivalued dependencies or join dependencies besides functional dependencies.

However, one can argue that by giving a join dependency, one actually already specifies how one wants to decompose a database. If one stores this decomposed database rather than the original one, the focus shifts from integrity checking to consistency checking: can the various relations of the decompositions be interpreted as the projections of a universal relation? Unfortunately, consistency checking is in general exponential in the number of relations. Therefore, a lot of attention has been given to so-called acyclic join dependencies [4]. There are many equivalent definitions of this notion, one of which is that an acyclic join dependency is equivalent to a set of multivalued dependencies. Also, global consistency of a decomposition is already implied by pairwise consistency if and only if the join dependency defining the decomposition is acyclic, which explains in part the desirability of acyclicity. Gyssens [12] generalized the notion of acyclicity to \( k \)-cyclicity, where acyclicity corresponds with the case \( k = 2 \). A join dependency is \( k \)-cyclic if it is equivalent to a set of join dependencies each of which has at most \( k \) components. Also, global consistency of a decomposition is already implied by \( k \)-wise consistency if and only if the join dependency defining the decomposition is \( k \)-cyclic.

KEY APPLICATIONS*
Despite the explosion of dependency types during the latter half of the 1970s, one must realize that the dependency types most used in practice are still functional dependencies (in particular, key dependencies) and inclusion dependencies. It is therefore unfortunate that the inference problem for functional and inclusion dependencies combined is undecidable.

At a more theoretical level, the success of studying database constraints from a logical point view and the awareness that is important to distinguish between unrestricted and finite implication, certainly contributed to the interest in and study and further development of finite model theory by theoretical computer scientists. Finally, decompositions of join dependencies led to a theory of decompositions for underlying hypergraphs, which found applications in other areas as well, notably in artificial intelligence (e.g., [11, 9]).
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