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ABSTRACT

We present mathematical formulae for the H-sequence and H-index of Randić in a Lotkaian framework. We also present a variant of the H-index of Randić.

We prove that the following assertions are equivalent, given two persons with the same h-index of Hirsch: the Randić H-index $H_i$ of the first person is larger than $H_j$, the one of the second person, if and only if the H-sequence of the first person dominates the one of the second person. These properties are equivalent with $\alpha_i < \alpha_j$ (where $\alpha_i$ ($i = 1, 2$) are the Lotka exponents of the two persons) and also equivalent with $\mu_i > \mu_j$ (where $\mu_i$ ($i = 1, 2$) is the average number of citations per article of the two persons).

1 Permanent address
Key words and phrases: H-index, H-sequence, Lotka.
I. Introduction

The Hirsch-index (or h-index), introduced in Hirsch (2005) by Jorge Hirsch (a physicist) is one of the most remarkable measures of impact in informetrics. Hundreds of articles are already devoted to the h-index (see e.g. Egghe (2010c) for an extensive review up to and including 2008). The h-index can be applied to any source-item production system (i.e. an information production process – see Egghe (2005)) but in this paper (as in Hirsch (2005)) we will consider the case of a researcher and his/her articles and citations to these articles. We refer to van Raan (2006) for an early application of the h-index to the evaluation of research groups.

A researcher has h-index $h$ if, in the list of articles arranged in decreasing order of the number of citations to these articles, $r = h$ is the highest rank such that the papers on rank $1,2,...,h$ (the h-core) each have at least $h$ citations. We refer again to Egghe (2010c) for an overview of advantages and disadvantages of the h-index.

One clear disadvantage of the h-index is that, once a paper is in the h-core it does not matter how many citations it receives (as long as it is at least $h$). It is the view of many informetricians that the number of citations to the papers in the h-core should count more in an impact measure than it does in the h-index – see Bar-Ilan (2006), Bornmann and Daniel (2005), Braun, Glänzel and Schubert (2005, 2006), Egghe (2006, 2009), Glänzel (2006) and many more references in Egghe (2010c). Variants of the h-index (such as the g-index (Egghe (2006)) or the R-index (Jin, Liang, Rousseau and Egghe (2007)) have been introduced to (partially) overcome this disadvantage of the h-index.

In addition to the above mentioned disadvantage of the h-index it is clear that – as any index – the h-index is a single number. Instead of one number one can consider a sequence of numbers. I do not mean the h-index (or variant) in function of time (e.g. the h-index of a person, calculated each year of the career – for this see e.g. Egghe (2009) and references therein) but h-type index sequences in the sense of characteristic scores and scales (as introduced in Glänzel and Schubert (1988) and further studied in Glänzel (2008, 2009) and Egghe (2010a,b)).
The idea is, e.g. on the ranked list of articles of a researcher, arranged in decreasing order of the number of received citations, to give some remarkable ranks in this list. We repeat two examples. Glänzel and Schubert (1988) consider the average number of citations per paper, disregard papers with less citations than this average yielding a cut-off point in the list and this procedure is repeated several times yielding the sequence (here: increasing in rank). In Egghe (2010b) a decreasing sequence, based on the h-index, is obtained as follows. First calculate the h-index and then delete the h-core. Of the remaining list we again calculate the h-index. This is continued several times yielding the sequence.

Randić (2009) has another (related) idea where one better uses the actual numbers of citations as well as where a list is produced. The method goes as follows. The first number is the h-index. Then, on the same list one doubles all the ranks (so obtaining the “ranks” 2,4,6,...). On this list one calculates the h-index (which, obviously, is smaller than or equal to the first h-index), yielding the second number in the sequence. Then the ranks are doubled again (yielding the “ranks” 4,8,12,...). On this list one calculates the h-index, yielding the third number in the sequence, and so on. This is a clever idea, where one better uses the actual number of citations of the paper as well as where a list is produced. The method goes as follows. The first number is the h-index. Then, on the same list one doubles all the ranks (so obtaining the “ranks” 2,4,6,...). On this list one calculates the h-index (which, obviously, is smaller than or equal to the first h-index), yielding the second number in the sequence. Then the ranks are doubled again (yielding the “ranks” 4,8,12,...). On this list one calculates the h-index, yielding the third number in the sequence, and so on. This is a clever idea, where one better uses the actual number of citations of the papers in the h-core (see Randić (2009), Table 1, p. 813).

Then Randić takes the partial sums of these numbers (i.e. if \( h = 0H, 1H, 2H,... \)) is the above sequence (notation of Randić), Randić takes \( h = 0H, 0H + 1H, 0H + 1H + 2H,... \) and this is called the H-sequence. Finally, the last number in the latter sequence (i.e. the sum of the \( 0H, 1H, 2H,... \)) is called H.

In the next section, we present a mathematical model for these indices in the Lotkaian framework. That means that we assume that Lotka’s law is valid:

\[
 f(j) = \frac{C}{j^\alpha}
\]

\( C > 0, \quad \alpha > 1, \quad j \geq 1 \) where \( f(j) \) is the density of sources (here articles) with item-density \( j \) (items are here citations). In this connection, Egghe and Rousseau (2006) proved that, in systems where (1) is valid, the h-index is given by
\[ h = T^\frac{1}{\alpha} \]  \hspace{1cm} (2)

where \( T \) is the total number of sources (here articles). We will calculate the variants of (2) for the \( h \)-indices of Randić as well as for his H-sequence and the index \( H \).

In Randić (2009), the author further defines the notion of “dominance” of one author over another one. That occurs when all terms in the H-sequence of one author are larger than the corresponding terms (on the same coordinate) of the other author. In the third section we give a necessary and sufficient condition for this to happen: Lotka’s \( \alpha \) of the dominating author must be smaller than the one of the dominated author. The same characterization is given for \( H_1 > H_2 \), i.e. for the Randić H-index of the first author to be larger than the one of the second author. Further these conditions are also equivalent with \( \mu_1 > \mu_2 \), i.e. the average number of citations per article of the first author must be larger than the average number of citations per article of the second author.

The paper closes with conclusions and suggestions for further research.

II. Lotkaian models for the Randić indices

We first give a model for the different Randić \( h \)-indices and then we use this to give formulae for the H-index and H-sequence of Randić.

Theorem II.1
Let us denote the \( k^{th} \)-h-index of Randić by \( kH \) (same notation as in Randić (2009)), \( k = 0,1,2,... \). Then

\[ kH = \frac{T^\frac{1}{\alpha}}{\frac{2}{\alpha-1} \frac{1}{\alpha}} = \frac{h}{\frac{2}{\alpha-1} \frac{1}{\alpha}} \]  \hspace{1cm} (3)

Proof: see the Appendix.
Note that, for $\alpha = 2$ (a turning point in informetrics – see Egghe (2005)), (3) reduces to

$$kH = \frac{T^{\alpha}}{k^{\frac{1}{2}}}$$

(4)

Note that, for $k = 0$, (3) reduces to $^0H = T^{\alpha} = h$, by (2), as it should.

We can now present a formula for the H-index of Randić.

**Theorem II.2:**

$$H = T^{\alpha} \left( \frac{1}{\alpha - 1} \right) = \frac{h}{2^{\alpha - 1}}$$

(5)

**Proof:** see the Appendix.

Note that for $\alpha = 2$ we have that $H = \frac{\sqrt{2}}{\sqrt{2} - 1} h$.

**Remark:**

Instead of adding all the h-indices in (A4) one could give a higher weight to the first h-indices (such as $h = ^0H$) by defining a new measure $H^*$ as the sum of the squares of the numbers $^0H, ^1H, ^2H...$:

$$H^* = \sum_{k=0}^{\infty} \left( \frac{T^{\alpha}}{2^{\alpha - 1}} \right)^2$$

$$H^* = \frac{T^{\frac{1}{\alpha}}}{1 - 4^{-\frac{1}{\alpha}}} = \frac{h^2}{1 - 4^{-\frac{1}{\alpha}}}$$

(6)

Now we turn our attention to the calculation of the H-sequence of Randić.
Theorem II.3:
The H-sequence of Randić is

\[ \mathcal{H} = \left( 0^H = h, 0^H + 1^H, \ldots, \sum_{i=0}^{k} 1^H, \ldots \right) \]  

(7)

where the \((k + 1)^{th}\) term is given by

\[
\sum_{i=0}^{k} i^H = h \frac{1 - 2^{-(k+1)\frac{\alpha-1}{\alpha}}}{1 - \frac{\alpha-1}{\alpha}}
\]  

(8)

Proof: By (3) we have

\[
\sum_{i=0}^{k} i^H = h \sum_{i=0}^{k} \frac{1}{2^i \frac{\alpha-1}{\alpha}}
\]

which is (8) based on the formula for a finite geometric series. \( \square \)

III. Author dominance in the sense of Randić

Let us have two authors with H-sequence respectively

\[ \mathcal{H}_1 = \left( 0^H_1 = h_1, 0^H_1 + 1^H_1, \ldots, \sum_{i=0}^{k} 1^H_1, \ldots \right) \]  

(9)

and

\[ \mathcal{H}_2 = \left( 0^H_2 = h_2, 0^H_2 + 1^H_2, \ldots, \sum_{i=0}^{k} 1^H_2, \ldots \right) \]  

(10)
Randić’s H-index and H-sequence have been defined, as explained in the introduction, to refine the classical h-index so as to better take into account the actual number of citations to the papers in the h-core. Therefore, the following problem is interesting: given two authors as above with equal h-indices \( h_1 = h_2 \), characterise the situations

\[ H_1 > H_2 \]

i.e. for which

\[ \sum_{i=0}^{k} H_i > \sum_{i=0}^{k} H_2 \]

for all \( k = 1, 2, \ldots \) (for \( k = 0 \) we have \( 0^{H_1} = h_1 = h_2 = 0^{H_2} \) as supposed).

We suppose that the article-citation system is Lotkaian with Lotka-exponent \( \alpha_1 \) for the first author respectively \( \alpha_2 \) for the second author. Denote by \( \mu_1 \), respectively \( \mu_2 \) the average number of citations per article for author 1, respectively author 2. We have the following characterization

**Theorem III.1:**

The following assertions are equivalent, given that \( h_1 = h_2 \).

(i) \( H_1 > H_2 \)

(ii) \( \alpha_1 < \alpha_2 \)

If \( \alpha_1, \alpha_2 > 2 \) then these assertions are equivalent with

(iii) \( \mu_1 > \mu_2 \)

**Proof:** see the Appendix.

The same characterization can be given for author dominance via the measure H: let
\[ H_i = \frac{h_i}{1 - 2 \frac{\alpha_i^{-1}}{\alpha_i}} \]  
(11)

and

\[ H_2 = \frac{h_2}{1 - 2 \frac{\alpha_2^{-1}}{\alpha_2}} \]  
(12)

be the Randić H-indices of the two authors. Then we have

**Theorem III.3:**

The following assertions are equivalent, given that \( h_i = h_2 \).

(i) \( H_1 > H_2 \)

(ii) \( \alpha_1 < \alpha_2 \)

If \( \alpha_1, \alpha_2 > 2 \) then these assertions are equivalent with

(iii) \( \mu_1 > \mu_2 \).

**Proof:** see the Appendix.

**Note:** One can also show that \( H_1^+ > H_2^+ \) is equivalent with the assertions in Theorem III.3 (based on (6)).

**IV. Conclusions and suggestions for further research**

The Randić H-sequence and H-index have been studied in a Lotkaian framework. We have given formulae for the H-sequence and H-index and we have given necessary and sufficient
conditions for dominance via the H-sequence or H-index, given that the Hirsch indices are equal.

It is hence clear that the H-sequence and H-index of Randić is capable to describe the citation scores of articles in the Hirsch h-core and to distinguish authors with the same Hirsch h-index. The advantage of Randić’s method is that a sequence of impact measures is defined using the actual number of citations to papers in the h-core. Hence it refines the h-index and similar h-type indices. As such, Randić’s method is similar to the method of characteristic scores and scales.

It is too early to say which methodology best describes the citation impact of an author. Further research is needed to understand the practical usability of the H-index and H-sequence in different fields and to see how H-sequence dominance can be used in practical cases.

An additional point of research is to make a statistical study on the significance of the difference between two H-indices, given that their Hirsch indices are the same. By extension this also goes for the other variants of the h-index such as the g-index or the R-index.
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Appendix

Proof of Theorem II.1

By (1), the total number of articles with \( n \) or more citations is given by

\[
\int_n^\infty f(j)\,dj = \int_n^\infty \frac{C}{j^\alpha}\,dj
\]

\[
= \frac{C}{\alpha - 1} n^{1-\alpha} \tag{A1}
\]

But the total number \( T \) of articles is given by

\[
T = \int_1^\infty f(j)\,dj = \frac{C}{\alpha - 1} \tag{A2}
\]

(A2) in (A1) yields

\[
\int_n^\infty f(j)\,dj = T n^{1-\alpha} \tag{A3}
\]

By definition of \( k^H \) we have, by (A3)

\[
T \left(2^k \cdot k^H\right)^{1-\alpha} = k^H
\]

from which (3) follows, using also (2). \( \Box \)

Proof of Theorem II.2

By definition of \( H \), we have, using Theorem II.1
\[ H = \sum_{k=0}^{\infty} \frac{T^\alpha}{2^{\alpha-1} \alpha} \]  

which is a geometric series with \( 0 < 2^{-\frac{\alpha-1}{\alpha}} < 1 \) since \( \alpha > 1 \). By the well-known formula of a converging geometric series we have (5), also using (2). \(\square\)

**Proof of Theorem III.1.**

Denote

\[ x_1 = 2 \frac{a_{i-1}}{a_i} \]  

(A5)

\[ x_2 = 2 \frac{a_{i-1}}{a_i} \]  

(A6)

Then (i) is equivalent with (by definition) (since \( h_i = h_j \)), by Theorem II.3:

\[ \frac{1-x_1^{k+1}}{1-x_1} > \frac{1-x_2^{k+1}}{1-x_2} \]  

(A7)

for all \( k = 1, 2, \ldots \). The Lemma below shows that (A7) is true for all cases where \( x_i > x_2 \) (since \( k \geq 1 \)). If \( x_1 = x_2 \) then (17) is an equality and if \( x_i < x_2 \) then the opposite strict inequality is true in (17). This means that (17) is valid if and only if \( x_i > x_2 \).

Now \( x_1 > x_2 \) is equivalent with
\[
\left(\frac{1}{2}\right)^{\frac{\alpha_1 - 1}{\alpha_1}} > \left(\frac{1}{2}\right)^{\frac{\alpha_2 - 1}{\alpha_2}}
\]

which is equivalent with (since \(\alpha_1, \alpha_2 > 1\))

\[
\frac{\alpha_1 - 1}{\alpha_1} < \frac{\alpha_2 - 1}{\alpha_2}
\]

which is equivalent with \(\alpha_1 < \alpha_2\).

Now (1) implies that

\[
\mu = \frac{\int_1^\infty f(j) dj}{\int_1^\infty f(j) dj} = \frac{\alpha - 1}{\alpha - 2}
\]

which leads to

\[
\frac{\alpha_1 - 1}{\alpha_1 - 2} > \frac{\alpha_2 - 1}{\alpha_2 - 2}
\]

but this is equivalent with (ii) as is readily seen. \(\square\)

**Lemma III.2**: The function

\[
f(x) = \frac{1 - x^{k+1}}{1 - x}
\]

is strictly increasing in \(x \in ]0,1[\) for all \(k \geq 1\), \(k \in \mathbb{N}\).

**Proof:**
\[ f'(x) = \frac{(1-x)((k+1)x^k - (1-x^{k+1})((1-x)^2)}{(1-x)^2} \]

which has the same sign as

\[-(k+1)x^k + (k+1)x^{k+1} + 1 - x^{k+1} \]

which is strictly positive if and only if

\[ kx^k (x-1) > x^k - 1 \]

or

\[ kx^k < \frac{x^k - 1}{x - 1} \quad \text{(A9)} \]

since \(0 < x < 1\). But

\[ \frac{x^k - 1}{x - 1} = \sum_{i=0}^{k-1} x^i \quad \text{(A10)} \]

The sum in (21) contains \(k\) terms, each of which are strictly larger than \(x^k\) since \(0 < x < 1\).

This proves (20) and hence the Lemma. \(\square\)

**Proof of Theorem III.3**

Since \(h_1 = h_2\), (i) is valid if and only if

\[ \frac{1}{1 - 2 \alpha_1} > \frac{1}{1 - 2 \alpha_2} \]

This is true if and only if
But the function \( f(x) = 2^{-\frac{x-1}{x}} \) is a strictly decreasing function since

\[
f'(x) = \left( \frac{1}{2} \right)^{\frac{x-1}{x}} \ln \left( \frac{1}{2} \right) \frac{1}{x^2} < 0
\]

This proves (i) \( \iff \) (ii) and the equivalence with (iii) is proved as in Theorem III.1. \( \square \)